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Path Planning for a Mobile Robot in a Partially Unknown Environment
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1. INTRODUCTION network/graph method®""). In an artificial potential field
method, it is assumed that repulsive potential ficlds
An autonomous mobile robot in FMS should be able around the obstacles force away the robot and an
to navigate without human aids, performing fetch and attractive potential field around the goal attracts the robot.
carry tasks. Therefore planning a collision-free path to A path is determined by tracing the attractive potential
each station is one of the important requirements for the field. In a configuration-space method, a robot is
robot to perform its tasks. Ideally, a robot should move supposed to be a single point in a configuration space
along optimal paths in a working area without colliding and path planning is to move the robot without colliding
with obstacles and should not be trapped because of a with nearby obstacles. Distance method expresses
peculiar shape of obstacles. In order to optimally obstacle avoidance in terms of the distances between
navigate it and avoid being trapped, global path planning potentially colliding parts. Path planning problems is
is necessary. formulated as problems in optimal control. In a grid
Several approaches to global path planning proposed search method, path planning is implemented by
in the past can be classified into following criteria: connecting the grids that are not occupied by obstacles.
artificial  potential method!,  configuration-space In intelligent heuristic method, fuzzy logic, generic
method?!, distance function method®, grid search algorithm, and neural network are adopted to solve the
method™®!, intelligent  heuristic  method”?  and obstacle avoidance path. Path planning using
* Mg AR sk Ao} Al & st
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network/graph method is to find a chain of arcs where
each two subsequent arcs in the path share a common
node, and the path is determined as the shortest path
between two nodes. Many algorithms have been
developed to solve single-origin shortest path and all-
pairs shortest path problems. Dijkstra’s algorithm is a
typical single-origin shortest path algorithm that finds a
shortest path by using a tree-structure. Many variations
have been performed to reduce the amount of calculation
and memory resources. A* algorithm is one of the most
popular heuristic algorithms, which uses the best-first
search®®. Bi-directional search algorithm computes
suitable paths by using forward search from an origin and
backward search from a destination'®.. All paths between
all pairs of nodes can be computed by the dynamic
programming method!'"™'). We use the network/graph
method in order to compute all paths between all stations
of FMS and the network can be obtained from a grid-
type world model /2.

A concept of decomposition in which a network is
divided into several subnetworks has been proposed!'®*\
The path computations are performed for individual
subnetworks, and the solutions are recombined to obtain
the paths of the original network. The mobile robot
moves following the global paths. However, the robot
may meet unexpected obstacles while it moves along the
path. Then a revised path, local path has to be provided
to the robot. We propose local path planning for real-time
computation. In local path planning, a new path is
obtained by integrating giobal path data and path data
computed in the subnetwork where the unknown
obstacles are detected. Qur goal is to generate global
optimal paths in a network that represents its working
area and to compute a local path in real time, which
guarantees that the robot reaches a destination following
the revised path.

The proposed concept has two advantages; 1) global
optimal paths between all pairs of nodes in a network can
be calculated much faster 2) local path planning is
performed by using the information of its working area.
That is: local path calculations need to be done within
one or two sectors instead of the whole world model.

In Section 2, the proposed method for global path
planning is presented and local path planning algorithm
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is presented in Section 3. In Section 4, some simulation
results are shown and some experimental results with our
two-wheel driven indoor robot in our FMS is presented
in Section 5.

2. GLOBAL PATH PLANNING

Global path planning is for a robot to efficiently
navigate following an optimal path, while it is not to be
caught by traps, Calculating optimal paths is the most
important step in global path planning. We propose a
global shortest path algorithm using decomposition
technique.

General shortest path algorithms provide optimal
paths between any pair of nodes. But these algorithms
impose a heavy computational burden. Some researchers
have studied on network decomposition method in order
to reduce the computational burden!"*'%), The algorithms
require much less memory and offer a faster solution
time than those without decomposition. Also, the
resulting solution is identical to the one obtained when
the problem is solved without decomposition, assuming
the solution is unique. We decompose the network into
several subnetworks in order to reduce the computational
burden and perform local path planning in real time. The
proposed global path algorithm is described in the sequel.

A network G is defined as a pair G = (N, A) where
N represents a node set and A an arc set. A cost of an
arc is associated with an elapsed time for the robot to
move from a node to another node. A path is a chain of
arcs where each two subsequent arcs in the path share a
common node and global path in the proposed algorithm
is defined as the shortest time path between two nodes.
To formally describe the problem, it is convenient to
define the cost, minimum cost, and successor matrices
associated with a given network. The cost matrix
C:[c”] is the matrix whose ij th element ¢; equals the
arc cost connecting the node n; to the node n,- The
minimum cost matrix p = [du] is the matrix whose ij
element d; represents the total cost of the shortest path
from », to the node " The successor matrix § = [Sij] is

the matrix whose i th element s, is the number of the
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node which is adjacent to ,_ in the shortest path from ,,

o 4. Using these representations, the shortest paths

problem is to calculate D and S from given C. Upon
calculation of D and S, for any pair of nodes, the
minimum cost of the shortest path is obtained from D

and the path is obtained from S .
A subnetwork ¢ =(N,’ A,) is defined as a network

formed by a subset of nodes N, ¢ N together with the set
of all arcs of A that join any two nodes of »,. In the
network G =(N,A) a set of nodes y (v < ) can be

found whose removal, along with all the incident arcs
from G, generates completely separated subnetworks
and it is called a cut-set.

The algorithm decomposes a network into a number
of smaller subnetworks with a minimum number of cut-
nodes and a size limit for each subnetwork. Two
theorems of ') are necessary for guarantee the optimality
of the path planning using network decomposition.

Theorem 1 of ' describes a sufficient condition that
warrants the shortest paths solution of a subnetwork
calculated independently of other subnetworks, and
Theorem 2 of " gives a methodology to calculate the
shortest paths between nodes of different subnetworks
provided that the shortest paths of each subnetwork are
known. The theorems are as follows and the proofs are
omitted for simplicity.

Theorem [: Given G = (N, A) and a subnetwork
G =(N.4) of G, define g - (N"A—) such that
NounN =N and 4 o4 o4 80d § AN =N, e, N IS 2
cut-set between ¢ and ¢ . G represents the complement
of G only overlapped by the cut-set. The shortest paths
between any two nodes of the shortest paths are in G,
whether all intermediate nodes of the shortest paths are in
G, or not, can be obtained by considering pnly the
subnetwork ¢ if conditional shortest paths between all
pairsof y in G are known.

Theorem 2: Let G, —(n,,4) and ¢ =(n,,4) be

subnetworks of G = (N, A), Jjoined by a cut-set n _, i€,
N, AN, =~ Thenfor , en . uen and n , neN_.

the following holds,
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min {d e O d

ny€ N« x

and
{dtx + dxk }

where d,, is the minimum distance from n, to #, .

d = min
~ ny€Ny

Based on the two theorems, the algorithm calculating
the global paths by optimal decomposition is outlined
here; and a detailed description of the algorithm can be
found in ['*!"] It consists of the following steps.

Global path planning
1. Define a cut node set to decompose the network into

small subnetworks, and obtain the decomposed cost
and initial successor matrices.

[N

Compute the shortest paths between all pairs of

nodes in the cut-sets, considering all possible paths

in the network.

3. Compute the shortest paths for each subnetwork by
Rosenthal’ algorithm!'®!,

4. Compute the shortest path between each pair of

nodes that are in different subnetworks.

In the decomposed network, any path from a node in
a subnetwork to a node in another subnetwork must
include at least onc intermediate node in the cut-set. This
does not exclude the possibility that the shortest path
from a node in a subnetwork to another node in the same
subnetwork passes through nodes in any number of other
subnetworks, as long as there is at least one cut-node on
a path between two nodes in different subnetworks.

3. LOCAL PATH PLANNING

The mobile robot the paths

determined by global path planning. However, the robot

moves following

may meet unexpected obstacles while it moves along the
global path. Then a revised path, local path should be
provided to the robot in real time and it should be
guaranteed that the robot reaches a destination along the
path. In the proposed local path planning, a new path is
obtained by integrating global path data and path data
the unknown

computed in the subnetwork where
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obstacles are detected. For the local path planning, two
lemmas and a theorem are first presented. Lemma |
describes a sufficient condition that warrants the shortest
paths in the subnetwork computed last in calculating the
shortest paths between all pairs of nodes in the cut-sets.
Lemma 2 describes a condition that the results of global
path planning can be employed in local path computation.
Theorem 1 shows a methodology to calculate a locai path
between a robot and a destination of a different
subnetwork,

Lemma 1: Computing the shortest paths between all
pairs of nodes in the cut-sets, the shortest paths between
all pairs of nodes in the subnetwork calculated last are
obtained.

Proof of Lemma 1: The shortest paths between all pairs
of the cut-set nodes are obtained by repeated shortest
paths computations, beginning with subnetwork 1 and
continuing through the last subnetwork m . The
computations may be done in any order by the shortest
path algorithm, e.g., Rosenthal's algorithm !'¢], The first
computation for subnetwork 1 results in incomplete
shortest paths of the cut-nodes since it is obtained by
considering only subnetwork 1. The second computation
for subnetwork 2 still results in incomplete shortest paths
of the cut-nodes since it is obtained by considering only
subnetwork | and subnetwork 2. This procedure is
continued. At the last subnetwork m , complete shortest
paths of the cut-set nodes are obtained by considering
subnetworks 1 through m —1 and-the results actuaily
becomes the shortest paths between all pairs of nodes in
subnetwork m by theorem 1 of '],

Lemma 2: Given G= (N,A) and a subnetwork
G, =(n,.4,) of G, where some costs of arcs of G, are

G -(a) sweh

N,UN,=N and 4 U4 =4.and N AN =N, Le,

changed large, define such

N, is a cut-set. For n, € N,, n_e N_ if a path from

n_ to n, does not contain n,eN,, d, is equal to 4.

Otherwise, d, is not less than 4

e where d, is the

minimum distance from »,_ to n and * represents that

the distance is determined without considering the
changes.

Proof of Lemma 2 : Unless the path from », to n,
contains »,_ e N, , the changes do not have influence on
the path. Therefore dxr is the minimum distance of the

path. Since the proof in the case that the path contains
n, € N, is self-evident, we omit the details.

Theorem I Let G, =(n,,4) and G =(n,4) be

~ subnetworks of G = (N, 4), joined by a cutset N _, i.e.,

N, AN, = N_ . Also, assume that some costs of the arcs of
G, are changed larger. Then for n € N,, n €N,,
n,on, € N_, and for the path that is determined by the
following equation, if the path from »_to », does not
contain the nodes in Gy then 4, is the minimum

distance from », to n, .

d, = min {d,,x + zi"}
n.enN, -
where 4, is the minimum distance from n, 10 n, and *
represents that the distance is determined without

considering the changes.

Proof of Theorem I: A path from a node of G, to
another node of G, must pass through at least a node in
N, because of the definition of cut-set. Also, for
ngan, €N where the path from n to n, does not

contain the nodes in G, and the path from n, 0 n,

contains the nodes in G, if dy +d,, < d,q. +d_,, then

xt?
dkx, +‘2x11< du, +d_“
according to Lemma 2. In computing the shortest path
from », to n,, if a minimum is taken over all nodes in
N, and the path from »_to , does not contain the
nodes in G, , then g, is the minimum.

Based on the two lemmas and one theorem, the
algorithm calculating the local path is now given.

Local path planning: This procedure is executed when

the robot encounters an unexpected obstacle.
1. Define a new node ,, that is located at the robot

position. Assume that , is located in G, . », is a
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destination node, and »_isa node in the cut-set.

[S*]

Calculate the costs of the arcs of G, considering the

obstacle.

3. Compute the shortest paths between all node pairs
in the cut-set considering all possible paths in the
network. This may be done in any order, but the
computation for G, must be performed at the end.

4.  If the destination node is located in G, , the shortest
path to the destination is obtained from the results of
Step 3 by Lemma 1. Otherwise, continue the

following steps.

5. Compute the following equation. If the path from
n, to n in the path of d, does not contain the

nodes in G, 4, is the minimum distance b
k ki y

Theorem 1. Otherwise, continue the following steps.

min {dkx + zix,

nyeNy

d =

ki

where d,, is the minimum distance from n, to n,,

d,, is the result from Step 3, and a?x, represents the

kt
minimum distance predetermined by global path
planning

6. Compute the shortest path according to Step 3 and 4
in global path planning.

4. SIMULATION

The mobile robot moves following the global paths.
However, the robot may meet unexpected obstacles while
it moves along the path. Then a revised path, local path
has to be provided to the robot. In global path planning,
new optimal path is computed by considering the whole
network. But in the proposed local path planning, the
optimal path can be calculated by considering the
located. The
simulations have been performed for comparing the

subnetwork where the obstacle is
computation time. Three square-type grid networks are
used in our simulations, each of which has 49, 529, and
1089 nodes and has 84, 1012, and 2112 arcs, respectively.
Each grid network is decomposed into four same sized
subnetworks. Fig 1 shows the 49-node network. A
junction of two lines represents a node. A node set on
bold lines represents a cut node set since the removal of
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Fig. | A 49-node network divided into four
subnetworks

the cut nodes, along with all the incident arcs from the
network, generates completely separated the subnetworks.
The algorithms are implemented in C++ and executed on
a 120MHz Pentium PC. Three cases are employed in the
simulation. Firstly, no network decomposition is
performed (Case A). Secondly, network decomposition is
performed (Case B). Finally, the network decomposition
and the proposed local path planning is performed (Case
C). In Case C, it has been assumed that arc costs in a
subnetwork were changed.

Table 1 shows the computation time. Case C proves the
proposed algorithm is more efficient than other two cases.
The simulation resuits show that our proposed algorithm
reduces the amount of computational burden. Also, the
proposed algorithm guarantees the mathematically

optimal solution. Fig. 2 shows a network represents

Table 1. Computation Times (seconds)

Order Case A Case B Case C
49 0.037 0.041 0.027
529 35.15 11.04 7.18
1089 298.52 78.65 51.12

Fig. 2 A network model.
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(a) Global path planning
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(b) Local path planning
Fig. 3 An example of path planning.
the environment of Fig. 3. Fig 3 (a) shows paths of
global path planning between two node sets and Fig. 3
(b) shows paths of local path planning. The revised path
are computed when the mobile robot meets unknown
obstacles.

5. EXPERIMENTS

The proposed path planning has been implemented
on our mobile robot (see Fig. 4), whose role is to
transport materials in FMS. The mobile robot is a two
wheeled, four castered indoor robot. The size of the robot

4

Fig. 4 The mobile robot.
is 780(W) x 780(L) x 1150(H)mm . The robot

maximum linear speed of 1 m/sec and a maximum

has a

angular velocity of 128%/sec. 24 sonar sensors are
sensors are installed for world modeling. In order to
overcome sensor inaccuracy, we proposed a multi-sensor
system in determining the values of certainty grid ">
Upon the calculation of the grid type world model, the
network for path planning is obtained from the world
model. We designed a fuzzy controller to implement path
following of a physical mobile robot " The basic idea
of the controller is to pass through the nodes on the
optimal path with curve, minimizing a deviation from the
path.

Fig. 5 and Fig. 6 show experimental results. The grid in

black in Fig. 6 represents an unknown obstacle. The

=1

T

i
’ \ﬂ' 'l[ “‘

a2
L

Fig. 6 An example of local path planning
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robot determines a shortest path from a start position to a
goal position by global path planning. The mobile robot
navigates following the global path until the robot meets
the unknown obstacle. The local path is determined in
real time by computing the shortest path of a subnetwork
and combining the path with the stored global path.

Therefore when the robot encounters an unknown
obstacle, it is able to continue to navigate to a destination
without halting. '

6. CONCLUSION

This paper presents a new methodology of optimal
path planning for an autonomous mobile robot, which
performs task-oriented navigation in FMS. The optimal
path algorithm divides a working area into small size
sectors so as to reduce the computational burden. Global
paths which is the shortest path in a network composed
of nodes and arcs are computed by off-line calculation
before the robot starts performing its tasks. Local path
planning which is necessary when the robot encounters
unknown path
calculations are done within one or two subnetworks

obstacles was presented. Local
instead of the whole network by the concept of the global
path planning. Therefore local paths are computed fast.
Our experiments have confirmed that a physical robot
optimally navigates to its destination in partially
unknown environment by employing the proposed

algorithm.
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