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Speedup is often used to show scalability, but its classical definition fails to explain some real measurements such as superlinear speedup. This leads to scaled speedup which scales other system parameters as number of processors changes. In this paper, scaled speedup and architectural speedup are introduced and superlinear speedup is explained with its cause.

I. Introduction

Scalability is most basic one to evaluate multiprocessors and a measure of ability to achieve performance proportional to the number of processors. Unfortunately, it is difficult to measure the scalability directly, so that instead some other metrics are used to evaluate the scalability of multiprocessors such as speedup. Because speedup can be easily determined by measuring execution time of programs, it is widely accepted. However, the execution time of a certain program on a system may vary because of the program's characteristics and system environment including everything which affects the performance. Thus, a definition of speedup called architectural speedup is introduced which can separate architectural issues from measurement.

Theoretical or analytical models usually use asymptotic analysis which assumes large number of processors, large size of problem, and idealized machine models. This implies that asymptotic analysis is likely to ignore lower-order terms that can be significant for a given problem size and processor number. Furthermore, idealized machine model can be very different from the physical machine in which one is interested. As a result, speedup analysis for real machine normally uses real measurement.

In this paper, speedup is discussed and classified. Then, architectural speedup is introduced after the scaled speedup is explained. In addition, linear and superlinear speedup is discussed.
II. Speedup

The most frequently used performance metric of parallel processing on multiprocessors is speedup which is given by

$$S(n) = \frac{T_1}{T_n}$$  \hspace{1cm} (1)

where \( n \) is the number of processors, \( T_1 \) is sequential execution time, and \( T_n \) is parallel execution time. Clearly, the larger the speedup, the better the parallel algorithm or architecture. Sequential execution can be based on the best serial algorithm or the single processor execution of the parallel algorithm. When the sequential execution time is chosen as the single processor execution time of the parallel algorithm, speedup is referred as relative speedup. On the other hand, speedup is called absolute speedup when the best sequential algorithm is used.

The absolute speedup can be used to evaluate parallel algorithms. The relative speedup is used to compare the algorithm itself with a different number of processors and it gives information on the variations and degradations of parallelism. In this work, relative speedup is discussed because we are not interested in comparing sequential and parallel algorithms but rather the effect of architecture on parallel algorithms.

Relative speedup can be divided into fixed-size speedup and scaled speedup. The most commonly used speedup metric is fixed-size speedup in which the problem size remains constant and is independent of the number of processors. In this context, the limit of parallel execution given by Amdahl's law [1] implies that the serial fraction, \( \alpha \) (actually, it is the ratio of the serial section to parallel section), limits the parallel algorithm's speedup to an asymptotic speedup of \( 1/\alpha \). If an execution of a program can be divided into \( s \) and \( p \), where \( s \) is the amount of time spent on serial part of the program and \( p \) is the amount of time spent on parallel part of the program equation (1) can be the following

$$S(n) = \frac{s+p}{s+n}$$  \hspace{1cm} (2)

In an ideal case, \( p/n \) part of equation (2) would diminish as the number of processor, \( n \), increases. Therefore, equation (2) can be expressed as follows.

$$\lim_{n \to \infty} S(n) = 1 + \frac{p}{s}$$  \hspace{1cm} (3)

This equation implies that the ratio of the parallel section to the serial section determines the maximum speedup.

Equation (1) can be expressed using \( \alpha (= \frac{s}{p}) \) as shown below

$$S(n) = \frac{T_1}{\alpha T_1 + \frac{1-\alpha}{n} T_1} = \frac{1}{\alpha + \frac{1-\alpha}{n}}$$  \hspace{1cm} (4)

which will result in the following as \( n \) increases.

$$\lim_{n \to \infty} S(n) = \frac{1}{\alpha}$$  \hspace{1cm} (5)

Above equation clearly states Amdahl's law that the improvement in performance of a parallel execution over a corresponding sequential execution is limited by the fraction of the algorithm that cannot be parallelized.
III. Scaled speedup

Amdahl’s law describes how much execution time can be reduced with parallel processing while the problem size remains constant. However, in practice, as the number of processors increases, the amount of work to be performed increases in order to obtain a more accurate or better result, such as merely specifying a finer mesh or higher resolution for the solution of some physical problem. It is a fact that, in most engineering and scientific computing problems, the serial fraction depends on the problem size. This means that the serial fraction $\alpha$ depends on the problem size $x$ and $\alpha(x)$ would diminish as the size of problem increases.

$$\lim_{n,x \to \infty} S(n,x) = n$$  \hspace{1cm} (6)

This implies that nearly linear speedup can be achieved when the effective algorithm with sufficiently large problems is considered.

The above concept lead to scaled speedup [3, 4]. Gustafson examined how the problem size can be scaled up while the execution time is fixed. It is fixed-time speedup which scales the problem size to meet the fixed execution time. Furthermore, Sun and others [6, 7] suggested a memory-bounded speedup which scales the problem size based on the available memory. Memory-bounded speedup is based on the concept that the size of scalable problem is often determined by the memory available. The shortage of memory is paid for in problem solution time due to the input-output activities or message-passing delays. In the case of large problem size, the speedup is limited more by the memory size than by the number of processors.

One is sometimes interested in the effects of architectural issues on parallel processing rather than the algorithm itself. Thus one wants to ignore relationship between the serial work and parallel work in a given algorithm as Amdahl’s law implies.

Let us consider parallel algorithm consists of serial parts $S_0$, $S_1$, $\cdots$ $S_a$ and parallel parts $P_0$, $P_1$, $\cdots$ $P_b$. Practically speaking, the parallel works can be defined between thread creation and join points. Let $T_{S_i}$ be the amount of time spent on serial work $S_i$ and $T_{P_j}$ be the amount of time spent on parallel work $P_j$. Let $T_p(n)$ be the parallel execution time using $n$ processors. Let architectural speedup $AS(n)$ be defined as the ratio of the single processor execution time, $T_p(1)$, of the parallel works, to $n$ processors execution time, $T_p(n)$, of the parallel works, so that the $AS(n)$ is

$$AS(n) = \frac{T_p(1)}{T_p(n)}$$  \hspace{1cm} (7)

The strength of this definition is that it uses execution time of the parallelized part and thus incorporates any communication or synchronization overhead but excludes the perturbation of the serial part. The architectural speedup can give information on the
variations and degradations of architectural issues. To make it simpler, it is supposed that all benchmark programs in this work are clearly coded in sequential and parallel parts.

IV. Linear and superlinear speedup

Speedup is said to be linear, if an n-processor yields a speedup of n. Linear speedup is not achievable, in general, because of various overheads associated with parallel computation, such as contention for shared resources, and the time required to communicate between processors and between processes or threads [2].

Under the particular situation, we can observe superlinear speedup which means speedup better than linear. There are some possible causes of superlinear speedup discussed in [5, 8]: cache size increased in parallel processing, overhead reduced in parallel processing, latency hidden in parallel processing, randomized algorithms, mathematical inefficiency of the serial algorithm, and higher memory access latency in the sequential processing.

Let assume a multiprocessor in which each processor has its private cache. Let suppose that the data size of a given problem is bigger than a single cache size but smaller than the size of two or more cache sizes. When a single processor executes this problem, there will be cache misses and it can take longer time than expected. However, more than one processor will execute this problem with less cache misses. Consequently, the ratio single processor’s execution time over multiple processors’ will be better than linear. Therefore, the problem size and memory architecture have strong relationship when we consider the fixed-size speedup.

V. Summary

Speedup is widely accepted as a performance metric since it can clearly show superiority between computers. Measuring or calculating speedup is not easy task since there are several variations although the concept of speedup is simple.

An insight, called Amdahl’s law, showing achievable speedup using parallel computer was supported by a definition of speedup. However the fact that measurements from real computers did not always follow the classical definition and showed unexpected results, required correction of the definition. As the result, several new definitions of speedup were introduced and these explained unexpected results of real measurements.

In here, scaled speedup is explained in which other system parameters such as problem size or memory size are scaled as number of processors changes. In addition, archi-
tectural speedup is introduced, which can exclude effect of serial part of execution.
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