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An Input Domain-Based Software Reliability Growth Model
Joong-Yang Park'- Dong-Woo Sec'" - Young Soon Kim''

ABSTRACT

A number of sollware rebablity growth models (SRGMs) have been developed for evalualing software relmhiity growlh
behavior by analyzing the falure data obtamed dunng 1esting soflware sysiems However, since these SRGMs ate based on
several assumptions aboul seitware development and usage environmenis, SRGMs are inadequate for cireumstances m which
such assumptons do not hold or software systems rarely {ail. The exsting inpot domam-hased rebabilily models, which do
not require assurnptions an soltware developmeill and usage envuonment, deal the sofllware systein before debugging and
lhe sollwure system affer debuggmg independently, Thevelore many tesl inouts are usually demanded Tlis paper thus
suggests an inpul domam-based SRGM, which does nol require such assumpbons and is based an Lhe testng procedure thal
tests concurrently both the software system before debuggmg and the software svslem aller debugging The supggesied
mode! use= all the avalable dalg, the required number of test mpucs can be possthly reduced This reduclion may compensaie
for the excessive tesling lime caused by executing the sollware systemns hefore and afler debugging. lis statislical
characlerstics are wnvestigated and 1L is compared vall similar approaches developed for the seflware mamtenance phase

1. Introduction

In recent years there 15 a growing use of computer

systems and soliware systems have been mosi im-
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porlant parts of many complex and critical computer
syslems Smee failures of a soltware syslem could
produce severe consequences m lerms of human hife,
crvironment impact or economicat losses, soltware
systems are requured Lo be sufliciently rehahle for their
intended purposes Soltware reliabihly has hecome one

of major 1ssues 1 the seftware syslem developmenl.



S0 lar the only way to improve and evaluale software
reliabilily 15 soflware testing. ‘That is, software tesling
Iz a means of unproving the software reliabibly by
probing the soltware system [or [aults and removing
them. A number of software relizbility models have haen
developed [or analyzing the dala abtaned during testing
the sofiware syslem. Ramamoorithy and Baslam [13]
classily soltware reliabihty models according to the
development phases ol software life-cycle, while Goel
[7] divides them according Lo the nature of falnre
process into tme-belween—fallures modcls, lailure-
count madels, fault seeding models and mput domaimn-
based models, Recently Park et al [15, 16] suggesl
several newral nelwork models for predicting soltware
reliability, Hencelorlh we only consider reliability
models which are applicable in the testing and debuggmg
phase. Since fault corrections are necessary n the teshng
and debuggimg phase, soltware reliability growth models
(SRGMs) taking fault corrections inlo account are
mainly used in this phase, Most of time-belween-—
[ailures models and Faillure-count models belong 1w the
class of SRGMs. Several researches [2. 4, 5, 8] indicate
drawbacles of SRGMs - The usual assumptions made [or
SRGMs are stll questionable ; SRGMs do not sul-
tictently account for the charactenstics ol the soltware
systemns under lesting , SRG Vs do not work well for
the soliware sysiems wlich rarely [ail during testing.
We will thus consider the input domeain-based models
which do not require assumplions on the soflware falure
and correction processes. Ramamoorthy and Baslani [13]
classily the mput domamn-based modals mro the class
of reliabiity models [or the validahon phase. Haowever,
the input domain-hased modcls can aJsfo he applied n
the testing and debugging phase by treating the sollwars
syslem afler each favll correction as a new software
svstern. MNelson [11] estimates the rehahbility change as
more information hecomes available under the assum-
plion that Lhe reliabihily function remains constant.
Weiss and Weyulker [14] extended this approuch by
treatmg rehahility as a generahzalion of the probabjlity
of correciness of the soltware systern Ramamoorthy and

Bastani [13] proposed an input demain-based model Lhat
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estimates correclness instead of reliability They assume
that faith in soflware corrcctness can grow with the
mumber of tegte correctly execuied, However, the
attribute correciness s less useful than religbility since
it does not give mfonmanon about the influence of
resiqual faults We may [urther refer to Brown and
Lipow [1], MacWilliams [9], and Tsoukalas. Duran and
Ntalos [G]

Software reliability has been delined as the probabihify
Lthai no fallure occurs in a specilied environment. during
a specified exposure period. The tirme unit of exposure
period depends on the 1ype of rehability model used
Speafically SRGMs deline the soltware reliability as

R, = Pr{no faillure occurs willin time period

[0.7TD), 1)

where T is the exposure penod whose lime unit 15 the
calendar or execution tme. It 1s usually assumed that

Ry follows a certain probability distribution, for ex-
ample. #:= exp(* ‘L]'Tzf,)d;) where z({) is the fature rate

[unction, The main concemn of these SRGMs is to
eslimate the [ailure rate lunction. On the other hand,
impul  domain—based reliability models define the

software rehathly as
RBy= Pr(no falwe occurs over N application nums ), (2)

where WV 1s the exposure period whose time unit is
the numbcer of application runs. Asswming that inputs
are selected independenily according 1o the operational
wrofile, Ry= RYwhere # = K|.Since Ry can be serply
calculated from R, reliahility & becomes the main
abjective to be cstimated by input domain-bascd
reliahility models, Obviocusly R is closely related tw the
operational profile of the soltware systermn. The op-
erational prafile is the nature of Lhe solltware usage,
which is in general delermmed by the systems that
mteract with the software system. The operalional
profile can he expressed by a probabilily distribution
over the mput domam, which represents the [requency

ol occurrence of each mpul in the wmpul doman. Musa
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[10] described a step by slep procedure Lo develop a
practical operational profile. In many applications, Lhe
oporational profile 1s very difhienll to obtam and even
a crwde approzimation requires considerable efforts
Operative usage of the soflware sysliem can be un-
predictable, unlknown or different for differenl users It
18 not sasv or even impaossible in some cases [or testing
Lo follow the actual opcralional profile. Therefore, the
opcrational profile is usually unknown in the testng and
debugging phase In this case, the unilorm operational
profile is assumed

This paper proposes an input domain-hascd SRGM
1o describe the reliability prowth hehavior of a software
system, The proposed SRGM 15 based on a mulli-stage
testing procedire, in which [ault correclions occur aller
cach stage and two soltware systems, the soltware
systern before Tault corrections and the soflware syslem
alter [aull corrections, are lested at each stage. Random
testing is used Lo generate inputs [rom the wpul domain,
Section 2 describes the testing profile and the muln-
stage tesling procedure The input dorain-hased SRGM
is pregentcd and ils statistical characteristics are
mvestiguted in Section 3. Then similar approaches
developed [or the maintenance phase will be compared
wilh the suggested SRGM in Section 4 Conclusions and

remarks on fule research are made 1w Scehon b

2. Testing Profile and Testing Proced:ire

Each software sysiem has a specificalion wluch 1s
an mput-oulpul relation. That 1s, the specilication 5
is a set of ordered input output pairs describing
luncticns of the soltware svstwem. The collection of
inputs in S defines the mput domam 7D of the software
system If the sofiware svslem produces outpul o on
mput zsuchthal {2, 6) € Slorany i £ ID, the =oll-
ware system is said 1o meet its specification. A software
syslem with specidication S [atls on an input i the
software system does nol meet S at the inpur. When
a sollware syslem [ails, lthe evenr is called a [ailure
One ar more delecls in the software system related to

the falure are called faults. The nput responsible [or

the failure is referted to as a fmilure—causing inpul Thus
the software reliahility s charactenzed hy the [ailure
prohablily when inpuis are sclected according to the
operational prolile

A eystemaric testmg method should include a eritedon
[or sclecking test inputs, a procedure for conductimg the
testimg and a cnterion [or deciding when 1o stop Lesling
Dunng lesiing we selectl inputs (rom the input domain
according 1o an input selection strategy and execute the
software system bv applving the selected iputs, 1f
[ailures oceur, we deteet and remove faults which caused
the fallures Such an action is called a faull correction.
That is, a [aull correction is an action aimed at localizing
and removing the faults discovered by tesling. An input
selection stiategy 15 called a testing profile Therefore,
a teslng profile descnbes how to select inpuls [rom Lhe
input domain In general two lypes of inpul selection
strategy, random iestung and parfition testing, are
commonly uscd. The random testing selects inputs [rom
the input domain by sampling randemly according to
the testing prolile, while the partition testing partitions
the nput domwn mto classes and forces at least one
input to come [rom cach class Adopting the random
testing, we will develop an input domam-based SRGM
in this papor. LHowever, design ol a testing prolile should
be gwded by the operational profile of the soltware
systern under testing 1o ensure that mosl. frequently used
operarions recave most [requent tests, In the rest of
this paper we assume Lhat Lhe operanonal profile is given
and the testing profile is the same ag the operational
profile,

MNesl we consider Lhe tesling procedure which will
be used in this paper A test run is an execution of the
soltware system by applying an mput selected according
to the given testing profile. The term “test stape” relers
Lo some predetermined number of consecutive test runs,
The testing 1 performed stage by stage If [ailures occur
dwring a tesling stage, resting will not be interrupted
[or [ault coriections. Fault corrections occur at the end
of cach testing stage We denote by P, 1the soliware
swstem artor fault corrections of (71— 1)st tesling stage

teguivalently at the beginmng ol ith testing stage). The



{ailure probebility of P, is denoted by &,. Moreover we
denote the number of tesl inputs for {th tesling stage
by #,. The existing input domain-hased reliability
models treal the sollware system after each test stage
as a new soltware system. Thus they estmate @, from
the fallure dara obtained during ¢th testing stage. Two
software systems P,_; and P, are identical except for
the part debugged after (2—1)sl testing stage. The
debugged parl 15 likely to be a small portion of the
soflware syslem. This implies that the failure data
obtained before ith testing slage contains mformation
on the undebugged part of P,. Tt is thus desirable to
develop & lesting procedure through which relationship
ameng #,'s can be derived. We thus propose the lestng
precedure in which =, test inputs are applied to bath
Py and P, far =2, One exception is that only P
is executed at 1st testing stage. This procedure will
provide us with a relationship between #,_; and 4,
Consequently it enables us to derive an algonthm for
tpdating the previous estimate of fadure probability,
winch may be referred 1o as an mput domain-based
SRGM. Input domain-hased rebability models usually
require large test inputs for obtaning accurate reliabil ity
estimales. Taking advantage of information oblained
previously, ths procedure can reduce the required
munber of tesl inpuls. Bul, since we must exercise both
the previous and current soflware s ystoms, 1t costs mare
lesling time, Thus thiz procedure is more economical
when the cost of test inpul gencration is higher than
the cost of test nput execution. The avatlability of the
speailication § will make it easy to evaluate and classify

the cutcome ol each test input execution.

3. An Input Domain-Based SRGM

We suppose thal the mput domain and the random
testing profile are given and remam unchanged durning
the tesling phase. Ifurther suppose that the Lesting
procedure suggestad in Section 2 15 used. Only P is
exercised 1n 1st testing slage. Execution of each input
In 1sl testing stage results in one of the two oulcomes,

o8 B 7B LTEAM ML BT DA 3387

success (S) and failure (F). The number of failures
occred in st testing stage will be denoted by x,p
However, both P;_, and P, are exercised in § th testing
stage for =2, Bach test run in the fth testing stage
results in ane of the five outcomes, SS. SF, FS, FED
and FFES of which brief descriptions are presented in
Table 1.

<{Table 1> Brief descriptions of outcomas of each test run

odlcome descrption

55 bath P,_; and P, succesd
5F P._| succesds and P, fals
Fs Py [als and P, succeeds

both P,y and 2, farl and oulputs of

FFD Py and P, are dilferent

both P_q and P, [al and cutpats of
FES

P and P, are same

We denote the number of test runs and the ocetrrence

probahility corresponding to each outcome by, aucome
and g,oueme. Then a1z follows a binonual distribution
with parameters #; and &, and the joint dismbution
of X5, %usr, Xy, Xuwp and xpes [or 722 13 given

by the {cllowing multmomiai distribuden :

Flass, wigm, XiFs, %15rp, X urps) =
" 3
A58, X150 X5 Xofpn, £iFFS

SUag iR

Oy TR TN o
Pusbsr bz frrpbrrs,

where

#, _
X158 X158, Xom5 . Xipep, Xprs
#,!

%5512 50 X rs | 4 | s

st Xert Xpst 2+ Xppe=n, and pgst pae
+bus brept fipre=1 The outcomes SF and FFD
are in general due to the imperfect debuggme, ie.
imperfect fault correction, Once a faihure occurs, the
corresponding  fault corrections may introduce new
[aults. However, tracking the fault correction activities,
[anlts responsible for the failure can be eventually
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removed, We henceforth assume the perfect debugging.
Then only three outcomes, S5, FSand FFS, can occur
and the joint distribution of xge, xps and x g are

given by

F Hss, X, Rippe) =

#, TS Ay Xden
(x.'ss- X5 Xopms DS s pire, )
where s 2ps T Xprs = #, and pss T Des T Piprs
= 1.In order to eslimate relability, we need to represent
Expression (4) in lenms of 8,'s. First note that the

following relationships haold.

#,_y = Pr(P,_| fails)

=Pr{ P;_; fals and P, succeeds)
+ Pr(P,_, and P, both fail)

= Pr(P,_, fails and P, succeeds )
+ Pr(P,_; and P, hoth fal and produce
same outpuls )
+Pr{P,_, and P, both fail and produce
different outputs )

= Dst burrst Pirrn (5)

anr
8, = PriP, [lails)

= Pr(P,_, succeeds and P, fails)
+ Pr(P,_, and P, both fail)

= Pr(P,_, succeeds and P, [als}
+ Pr(P,_, and P, both fail and produce
same outpuls )
+ Pr(P;_, and P, Loth fail and produce
different outpuls )

= et bppst burn. (6)

Since psr = porp= 0 under the perfect debugezing as-
sumption, Expressions (5) and (6) are simphiled to
B,1=twrstprrs and 0,= ppps. The probabihibes
Faps and peps are then expressed as pps=6.-— 4,
and prs= 1—p.gs— 0, -+ 8,. Substituting these into

Expression (4), the jont distribution of x.55, s and

X Frs Can be rewritten as

- p— ﬂ!
ﬂx;ss, AR5, R:Fps) “lx <5 XiF8s X
i, L] A Lt

FH(0 o — 8 " (L= pygs— 8, +H 677, (D

We now congider the problem of estimaling the [ailure
probahility of the software system. After completing £

tesung stage, we have to estimate parameters ¢, and
biss for 7= among which the most interesling pa-
rameter is 8, The maximum likelihood estimates
(MLEs! of the parameters will be derived in this paper
by maximizing the likelhood funchon L given as

(”I) 5?'—(1* 61) ::.*ur, for i=1
*L 2

ara-er i, )
B8, — 8) 7L — pas— B, + Y,
for =2,

MLEs are usually obtamned by maximizing ihe log
likelhood function InZ wilh respect la 8,'s and pss
lor j<i. Forthe case where := 1,it can be easily shown
that @ =x/» I 722, we have to cstimale 4, and
pus for j=<u Let us denole MLEs of &, and p.se
oblamed after dth stage by %, and  fiss,. Ac-
cordingly ¥ =7/ 17 obtained after 1st stage is de-
noted by #.,. We will show by mathematical in-

duction thal

8= P-p and D= Dsso-1

for j={i—1),
I R N 7
v, = e - 3 s @®
and
- X158
Dase = .
a8 #,

When {i= 2. the hliclihood equations are ohtained as

dlnl _ Xir _ B T XiF 4 ars
a6 &, 1-8 )
~irrs =0 ()

I



din L Xas X3pFs

1

Gpyss | Dass | A—Dass— ik By 0
dinl _ __ Yms Xarrs =0
a3ty h—by L= paey— 61+ Gy '

Substituting élnZ./ 38 =0 into 3dlnL/3d =10,
then élnL/88, =0 becomes the same with dInL/
36,=0 tor 1sl stage. Solving dInL/dpyes =0 and
Alnl/38; =0 simullanecusly with £, replaced by
B, we can venly that dlnL/dpys=0 and
dlul/ 38 = 0hold only when @ = xip/ %) — Xiesl#a

and Pagg = ﬂfgsg}l’}ig Therelore

- X1 Xapy
Ha= B Hog = 5 ——=2 apngd
1z L, bz n, it
- Xzss
] =
Dasse tin

are the ungue solution of Lhe likelihood equalions {9},
ie, MLEsof @, & and ppgs. This s the desired resulL

The likelihood equaiions for (7— 1) st stage are grven by

glnl _ ik M Aw Xarz
331_ 81 1 - 6] E?l - 62
_ Xarrs =0
1—foes— @+ 8
dinl. _  Fuss Xurgs -0
dzas pass 1= pass— 016y
Al _ _ Fws Xarrs _
ad, ~ 8 I 1= pass— O+t 0 ao
alnl _
a'gr 2
__ Ep-mEs X (1 —2)FrS
Oy—b0s  1—brmgs— Oyt d
XG-nrs_ X G- 1IFFS _
L S oy Ty e A
dnl  _
dbu-nss
X—pss X - 1IFFS =0
Bi-vss L=Pr-pss— Gt 8y
dml
a8,
__ A-yrs + X (i~ 1)FFS =0
B,o0— 8,y 1= pr—nss— G2k 0,-1 ’

2 o) 7
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Suppose that the unique solution for the above
likelihood equations is given by

@1,(1—11 - 51.(7*’2] and Dass.i-1 = Duse-2

for j={(:—2).

0 _ i Sy MR
(= 10.0=1) ”1 =,
and
2 _ Xu-uss
Pu-vss -0 T )
M,

that ts, Expression (8) holds, Mext consider the Iikelihood
equations for :lh stage, winch consist of Lhe likelibood
equanons [or (71— 1)st stage with one madification and

the following iwo addilional equations.

dnl _ Lss _ XiFES —q

0055 bas 1= pss— 87 8,

olnf _ _ _ Xws X RS _

86, T BB T T pe— 0 t8, LD

One modification is that lnL/84,., =0 for (i—1)st

stage 1s changed to

dnl _
a8,
M-S + A (= 1)FFS
82— 8.1 l—fp-pss— g™ 81
Xars KiFES
T RS RS =D

Tl pes— 0 8

However, if we subshilule dlnZ/84, =0 into dlnL/

86,_y =10, dmZ/a4,_, =0 for ilhstage becomes i-
denlicalio @InL/38, = 0lor (i—1)slslage. There-
fare the likelihood equations for ith stage are composed
of the likelihood equalions for (:—1)st stage and twao
additional equations given by Equalions (11). Lelting

= Up-pand Dgs, = busc-p fo y=li—1)
and substituting them wito Eguations (11), it 15 easilv

shown thar Equaniens (11) are satisfied only when
I3

Diss = X,gg/}l,,al’ld 'ﬂ:: ( :V.'”:f ?11) i Z(J\I,F‘sf 721) There-
j—2

fore, Lhe estimales given in Expression (8) are the unique
solution of the likelihood equations lor ith stage. Now

proof 15 completed.
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Cne noleworlhy point 15 that the estimates oblaned
in the previous stages do not rhange as the lestng
praceeds. Thus we can simply rename &, and  pg
as @ and  fgs, whare B, = xi-fay, 0= mweln

,
- (}E,xkﬁsjﬂ.&) and pss= s/ 8, We can [urlher
derive a uselul relationship

B= D, f% for =3, (12)

which enables us te obtain the new estimale of the
farlure probability by updating the estunate oblained in
the previous testing slage. In order 1o characterize MLEs
statistically, we compule Lhe expeclod value and

variance of %, Since

= FEY s ms :
‘E(nl) ,:E:_JL( H}] (13)

”101 Z ] .Vl D,r\

:7’
:glszzzﬁms
=61—§2(aﬂfm
:0!,

B, is an unbiased cstimator for 4,

W5y = V( - Ex’—f)

&,
- Voo v "
~—~9(|—5) ZP— — burs)

=—a<]ﬂ91)+z 0, - 8,.)(1—5,_.+a_>

i,

and

Varl 3,3 = Varl B, )+ (6.-1—6.)(11‘—0,7& o)
Thus
e — /—*—_‘

Ve 8,y= Var( §,_,)+ —*x’m(mﬂ_x‘m) )

'

An estimate of V{ ,) is obtained by substinimg 4,
s in Expression (1) with 3, Sinularly we can show

that H.ss 15 ulso unbiased and its variance 1s

Pas(l— pgsdfn,

normeahly of MILEs, mlerval estimation and hypothesis

Talung advantage of the asympiolic

testing on &= and pue’s can be performed

4. Comparison with Similar Approaches for the
Maintenance Phase

Recently Podgursla and Weyuker [12] and Dasu and
Weyuker [3] proposcd economical approaches (ar
estimaling reliabihlics of successive soflware versions
resulting [rom the maintenance of sofiware. Considering
only Lwo successive software versions during the
maintcnance phase, they proposed a heurdstie glgorithm
for updanng the previous estimate of reliahility. Since
thewr testing procedure is the same with ours, thal is,
test putz are applicd o two successive software
versians, 1t seems desirable lo compare each other, For
the salke of comparison. we use the same notations
defined in the previous two sections, Podgurski and
Weyulser [12] developerd a method for estimating @,

under the following assumplions.

(A1) A program P, was modified to obtain a
program F, wilh the same requirements, That
is, P,_; was modified to correct a defect or to
mmprove 1ts elfcieney, nol o add or remove
functionality.

(A2) P_; and P, have the same interlace, so that
a valid mnput to P,_; 15 also a valid mpur to P,

(A3) The requrements for P,_; and P, define a
funchion Irom npuls to outpuls

(Ad) 1t is reasonuble Lo view usage of P,_, and P,
as random sampling from a shared operalional
distribution, which will not change in the near
[uture.

{A5) The reliabilily measures of inlerest are the
probabilibes 8, and #, Lhar P, and P, fail,



respechively, when execuled on a random
opcrational input.

{ AB) We possess an estimale #,_; of #,_, and seck
cstimate 8, of 4,.

{AT) The modilications made to P,., to vield 7,
alfect a small proportion ol operational ex-
acutions.

{AB) The cosl of exccuiing P, and P, is small
relative Lo the cost ol checking whether an

execution confonms lo requirements.

We Lrsl nole thal assumplions (A1) ~ (A3) and
(A7) hold in the tesling and debugging phase i i3
because the specificabion S 15 available and generally
remain unchanged during the testing and debugping
phase. If we assume thal the operational prolile is given
and the lesting profile 1g the same with the operational
profile, assumption (A4) also holds n the tesuing and
debugging phase Therclore the method of Podgursla
and Weyvuker [12] 15 applicable (o the iesling and
debugging phase. As in Equations (5) and (8}, we have

&,_1=Pr(P._and P, hothfail } + Pr{F,_; fails and
F, succeeds )
= P T Dus
and
#,=Pr(P,_, and £, both lails ) + PrP, ., succeeds
and P, falg)

= frrrt Disr.

where FF is the umon of culcomes FFS and FID.
Thus
8,= 81— brstbiar. {15}

Podgursld and Weyuker [12]  suggesled  xpg/ #,
and  xge/n, a3 cstimates of  pes and  pep e
spectively. Inscrting the avalalle estimate of &,
and estimates of g and pse into Bgualion {15),
the falure probability of the new version 1s obtained
as O — (xps/n) + Cxep/n,) I the debugging is
assumed to be perfect. B, 1s estumated as #,_, —

— {x,ps/m,), which 18 identical to the recursive al-

B3 g0 7lkst ~ZENN MM HE 2d) 330

gorithm given in Expression (12). However. they
did not make any comment on the estumale @, .
Thal is, 1t 15 assumed that ¥,_, is available or grven.
And only heurstics for updating algornthms  are
grven. Therelore the resulls of the previous section
provide Podgursks and Weyulker [12] with sranstical
justification

On the other hand Dasu and Weytker [3] considered
the same problem and proposed a different estimation
method. Fust nole thal

8, = Pr(P. fails)
= Pr{P, failsand P,_,=F, } - Pr(F, failsand
P #F,)
=Pr(p lails | Poy=P IPr( P =F 1+
Pr(P, fals | P,_==P, ) Pr{P,_,#F, ),

where P,_;% P, represenls the part of the input
domain where P,_; and P, behave dillerently. Defining
W= Xpst Xor+ X Al B,— 2= X e+ Sprs, BT
(P_y=P), Pr{P_.=F) and Pr(P, fals| P,_,
P} can be esumaled by (#,—ng)/#,, #./n, and
x50 #,, Tespectively Further argung that PriP, lails
| Py =P,) = Pr(P,_, [uils), they suggested

- =0, B
U= P 2 mme (16}
H, 7,

However, it should be noted that Pr(P, falsi P.—
=P,y = Pr{P,., fails} does not in general hold, This
is satisfied when the operational profile is uniform. Thus

the updating algorihm gven in Equation (16) is

applicable to the case of the umlorm opcrational prolile.

5. Conelusions

A number of software reliability growlh models have
been developed so Tar, winch are baged on the assum-
phions about soltware development and usage environ -
ment. In order to overcome the dependency on ihe
assumptions, we suggesied an mput domain-buscd
SRGM. The suggested wnput domain-based SRGM 18
hased on a multi-stage resling procedure in which bolh
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the software systems before and alter [ault corrections
arc lested simultangously at cach slage, The suggested
model was Lhen statistically characterized and compared
with sumlar approaches developed for the mamtenance
phase. The useful algorithm {or updating the previous
estimate 15 shown (o be 1dentical lo the updating
algorithm of Podgursk and Wevulker [12] developed [or
the maintenance phase. That s, our study also provides
the heuristic of Podgurski and Weynler [12] wilh
statistical justification  However, 1s  practicalnlity
should be validaled and examined through applving to
real software testing, Smce the multi-siege lesting
procedure requires more testing ume, the trade-off
between testing time and number of required mputs
should be nvestigated m order (o determine the Lme
Lo stop testing We also need to extend the input domain-
based SRGM faor imperlect debugging environment.
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