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Bankruptcy Prediction Model with AR process*®
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# Abstract m—

The detection of corporate failures is a subject that has been particularly amenable to cross-sectional financial
ratio analysis. In most of firms, however, the financial data are available over past years. Because of this, a model
utilizing these longitudinal data could provide useful information on the prediction of bankruptcy. To correctly refiect
the longitudinal and firm-specific data, the generalized linear model with assuming the first order AR (autoregressive)
process is proposed. The method is motivated by the clinical research that several characteristics are measured
repeatedly from individual over the time. The model is compared with several other predictive models to evaluate the
performance. By using the financial data from manufacturing corporations in the Korea Stock Exchange (KSE) list,
we will discuss some experiences learned from the procedure of sampling scheme, variable transformation, imputation,
variable selection, and model evaluation. Finally, implications of the model with repeated measurement and future
direction of research will be discussed
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1. Introduction

The detection of corporate failures is a subject
that has been particularly amenable to cross-
sectional financial ratio analysis. Most of bank-
ruptcy models have proposed one-period pre-
diction model (e.g., Beaver, 1966 ; Altman, 1968 ;
Ohlson, 1980 ; Zavgren, 1985). With the time-
dependent predictors, there are two aspects about
how to combine the prediction model with time.
The first aspect is concerning as to how to set
the origin of time. If the origin of time is set as
the year of bankruptcy, the predictors with same
year prior to bankruptcy have different calendar-
vear. However a typical one-period prediction
model ignores these changes. The second aspect
is that one-period prediction model uses only one
set of predictors even the financial data are
available over past years. In this paper, Several
ways to overcome these difficulties are presented
by introducing the two different times, calendar-
year and years prior to bankruptcy.

The remainder of the paper is structured as
follows : The next section introduces the model
with repeated measurement. In section three,
research design and data are presented followed
by analysis. Both the benefits and limitations of
this new approach as well as future research

directions will be discussed later.

2. The Model

The model presented here extends one-period
prediction models in two ways : (1) allowing
repeated indicators over years prior to bank-
ruptcy ; and (2) allowing financial ratios as
time-dependent predictors. The first extension

investigates any patterns of predictors when a

firm is close to bankruptcy. In this case, the
origin of time is set to the year in bankruptcy.
For non-bankrupt firms, the origin of time is set
to be the year of study. The second extension
enables the predictors to compare over different
calendar-year by handling the yearly effect as
the block effect in the randomized block design.
For simplicity, we assume throughout the paper
that bankruptcy can occur at discrete points in
time.

Let X ;v bethe 7-th firm and ; -th financial
ratio at time ¢ and ¢, where ¢ and ¢ be the
year prior to bankruptcy and corresponding
calendar-year, respectively. In generalized linear
model(Nelder and Wedderburn, 1972), the firms
are viewed as a random sample from a pop-
ulation. With J predictors, the generalized linear

model is the following additive model:

g(ﬁz‘z) = putyet+rfit dt(z’)
+ B X i + BoX o+ B X s

where g( - )is a link function, £ is a intercept,
vy 1s a calendar-year effect, f; is a firm-
specific random effect with assuming indepen-
dent random variable with mean ( and firm-
specific heterogeneous variance o?, dy, is the
effect of ¢-th year prior to bankruptcy within
i -th firm and B; is a regression coefficient of
7 -th predictor. Note that if we assume the
binomial-type likelihood function, the firm-spe-
cific heterogeneous variance, ¢? is proportional
to p;(1—p,), where p; is the probability of
bankruptcy for 7-th firm. In this case, the
likelihood function of the first stage model be-

comes

Lp i) < py'(1=p4) (lﬂyl),
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where v, is 1 if 7-th firm is bankrupt and
0 otherwise. It is reasonable to assume that there
is a correlation between p;'s with same i-th
firm. It is thus further assumed that the cor-
relation structure follows the first-order auto-

regressive(AR) process:

Corr{pi, Die-1) = Cs
Corv(pa, D i) =05,

Corr{p a. D ir-n)= of.

The statistical inference of correlated data
arising from repeated measurement with cat-
egorical response can be accomplished by Ge-
neralized Estimating Equations (GEEs) method
(Liang and Zeger, 1986). If we choose a link
function, g; as logit (p; ), the second stage
model becomes logistic regression model. In this
study, two hierarchical models are used : (1) logit
link and binomial-type likelihood function with
autoregressive correlation structure (refer to as
the Binomial - Logit - AR model) and (2) log link
and poisson-type likelihood function with un-
structured correlation (refer to as the Poisson -
Log - Unstructured model).

Another methodology to handle the repeated
measurement is summary statistics approach
(Diggle, Liang and Zeger, 1994). To eliminate the
yearly effect, normal scores, Z,;'s are used
based on X ;4 for subpopulation at ¢ point.
This transformation eliminate not only the yearly
effect but the leverage effect which might
contaminate the prediction model. It is further
assumed the following firm-specific model for

each 7.

Zp=a;tBiuttey,

where e, represents normally distributed
error with assuming mean 0 and common var-
jance 0% and B; represents average rate of
change for j-th financial ratio of 7-th firm. If
the origin of time 1s set as the year of bankruptcy
and select a specific years prior to bankruptcy
(e.g. the 5-th year prior to bankruptcy) the
intercept, «, might be considered as a normal
score related with j-th financial ratio which
does not influenced by bankrupt conditions.
Therefore, the average of «; is expected to be
0. This fact suggests the regression model

without intercept, that is
Zup=0+B5ttey.

In this case, B; represents the average rate
of Z, when ¢ changes. When t=0, j-th fi-
nancial ratio is set to be the average of the
financial ratio. Finally, with the additivity on the
logit scale, the model becomes the following
logistic regression model :

logit () = n+nrBat+t-+rBy,

where y,; represents regression coefficient for
7 —th financial ratio. The derived variable, £
can be used to apply any other predictive model

such as tree based model and neural network
model.

3. Research Design and Data

Korea was selected as the sample frame.
Unlike other countries, Korea was stable through-
out most of the 1990’s and faced to economic
crisis officially appeared in the 4th quarter of 1997
(even though there had been early warning signs
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since the 2nd quarter). Because of the crisis, an
International Monetary Funds (IMF) bailout pack-
age of standby credit was delivered in mid-
December, albeit with harsh mandatory IMF
restructuring agreements placed into effect. Since
then, an unprecedented number of corporations
have gone bankrupt, because banks were re-
luctant to loan money, causing firms to suffer
from high interest rates, loans from abroad were
similarly blocked, and strong labor union hin-
dered necessary lavoffs. Because of these, the
economic environment may change (Sung, Chang
and Lee, 1999). All bankrupt corporations between
the 2nd quarter of 1997 and the 3rd quarter of
1998 are identified from the Korea Stock
Exchange (KSE) list.

3.1 Data Coliection

Bankrupt firms were referred to as an act of
filing a petition for bankruptcy reported by the
KSE. However, both “chaeho” companies and
small-sized firms were excluded from the sam-
ple. It was because chaebol companies showed
totally obscure financial structures (due to mutu-
al loan guarantees and manipulated financial
statements) and also it was almost impossible to
collect financial statements for small firms. Sur-
prisingly, most of the bankrupt corporations were
in manufacturing industries, with only 2 firms in
service, 1 in financing, and 2 in the construction
industries. Because of such uneven bankrupt
distribution across industries, the prediction mod-
el can be influenced by undesirable effect. Thus,
70 manufacturing firms were included in bank-
rupt group. As the control sample, Non-bankrupt
group consists of 393 manufacturing firms out of
413 firms listed on the KSE. After excluding 20

firms due to inappropriate results of auditing, all
financial data was gathered directly from the
KSE starting from the 1st quarter of 1993 for
bankrupt and non-~bankrupt firms. In particular,
for bankrupt firms, the most recent financial
statement reported on 6 months prior to the
bankrupt date was treated as the first year prior
to bankruptcy. Finally, all financial ratios were
transformed to the normal score based on each

calendar year.

3.2 Variable Selection

Through extensive literature review on hank-
ruptcy prediction, 52 financial ratios categorized
as growth, profitability, safety / leverége, activity
/efficiency, and market value/dividend are
investigated. Out of a total 52 of financial ratios
{variables), several variables were found to be
significant indicators of bankruptey. Finally, 8 fi-
nancial ratios were selected after careful analysis
of characteristics of each financial ratios : growth
rate of sales (GRS), dividends to capital stock
(DCS), quality of operation earnings (QOE),
stockholders’ equity to total asset(SEA), cash
flow to liabilities (CFL), sales to total assets
(SLA), inventory turnover (IVT) and market
value (MVE).

4. Analysis

The performance of model depends on the
misclassification cost as well as prior probability
setting. Suppose that the model classifies all
firms as non-bankrupt firm. In this case the
sensitivity equals to 0, the specificity equals to
1 and total accuracy equals 393 / (393 + 70) = 0.849,
Clearly, this model should not be used although
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it has high accuracy. Therefore in our study,
rather than using accuracy, equal cost for each
bankrupt and non-hankrupt group ts used with
the Bayes rule to classify the firm. In this case,

the cuttoff probahility becomes as follows :

1

+agam0 0ol

cutoff prob., =

In experimental design terminology, the mod-
els presented in section 2 have the calendar-year
effect treated as a block. Hence X ; is adjusted
by the average of financial ratios in the calendar-

vear. Normal scores, Z;'s are used with X ;-

for subpopulation at ¢ point. This transforma-
tion eliminates the yearly effect as well as the
leverage effect which mught affect the prediction

model because of influential points or outliers.

4.1 Binomial-Logit-AR Model

To select the appropriate model, the back-
ward elimination method is used. With 0.05
significant level, QOE, DCS, IVT and GRS were
removed, sequentially. The final model includes
CFL, SLA, SEA and MVE. After 9 iterations with
GEE method, <Table 1> displays final parameter
estimates with asymptotic significance, Z score
and p value. As shown in <Table 1>, the degree
of importance is CFL, SEA, MVE, SLA, in

orderly manner.

(Table 1) Parameter Estimates of the Binomial-
Logit-AR Model

Variable | Estimate | Std. Err. | 7 score | p value

SEA 0.0436 0.0104 4174 0.0000
CFL 0.0170 0.0028 5.987 0.0000
SLA 0.0367 0.0112 3.285 0.0010
MVE 0.0344 0.0098 349% 0.0005

The average risk is computed using the same

rule of misclassification cost described in the
previous section. That is, if bankrupt firm is
classified as non-bankrupt firm, the risk is 5.6.
If non-bankrupt firm is classified as bankrupt
firm, the risk becomes 1. The final results are
shown at <Table 2>,

{Table 2> The Performance of the Binomial-
Logit-AR Model

Years | Sensitivity JSpeuflcm Accurdcy 1Avc Risk
1t 0.7429 06513 1 0.5068
2nd 06714 0.7004 0 7039 0.5151
3rd 0.5807 0.7337 07122 , 0.5640
_4th | 06286 0.7337 0.7184 0.5292

4.7 Poisson-Log-Unstructured Model

With CFL, SLA, SEA and MVE, the GEE
method provides parameter estimates after 50
iterations. <Table 3> shows final parameter es-
timates with asymptotic significance. It is indi-
cated that the degree of importance is CFL, SLA,
SEA, MVE in order. This result is shghtly
different from that with the binomial-logit-AR

model.

{Table 3) Parameter Estimates of the Poisson-
Slog-Unstructured Model

Predictor | Estimate | Std. Err. | Z score ] _p value
SEA 0.2412 0.0698 3450 0.0006
CFL 0.2664 0.0423 6.269 0.0000
SLA 0.3042 0.0627 4.849 0.0000
MVE 0.1926 0.0776 2483 0.0130

In the comparison with the binomial-logit-AR
model, the poisson-log-unstructured model have
always higher specificities and lower sensitiv-
ities. It can be conjectured that different specifi-
cation of models provides different strength and
weakness and thus produces different results

even though the models are based on the same
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configurations. The final results are shown at
<Table 4>.

(Table 4> The Performance of the Poisson-
Log-Unstructured Model

Years | Sensitivity | Specificity Accuracleve, Risk
Ist 0.7000 0.6683 06729 0.5271
Znd 0.6571 0.7288 0.7184 0.5101
3rd 0.5429 0.7579 0.7267 0.5781
4th 0.6143 0.7482 0.7288 05284

4.3 Derived Variable Analysis

As mentioned in Section 2, the analysis is done
using derived variables £;'s. The stepwise
procedure with 0.15 significant level as entry and
0.30 significant level as removal criteria was
applied to select variables. Three variables were
selected as the result of the stepwise procedure.
CFL, SLA, SEA are included in the final model.
With these predictors, we apply two prediction
models : logistic regression model (LRM) and
multivariate discriminant model (MDA). In LRM,

the final estimated function is as follows :

logit(p; ) = log( 13;_)

=2.26+1.188,4+3.27185+1.458 .,

where p; is a probahility to bankruptcy,
B, Bis and B are derived variables for SEA,
CFL and SLA, respectively. The detailed de~
scriptions of parameters are shown at

<Table 5>. In MDA, the final discriminant

function is as follows :
Z:=0.988:+2.628 5+ 1.428 ;

In the comparison of means for three variables,
it was observed that bankrupt firms showed
lower CFL, SEA and SLA, while non-bankrupt

(Table 5) Parameter Estimates in Derived
Variable Analysis with LRM

Predictor | Estimate | Std. Err. [Std. Estimate| p value
SEA 1.1804 0.4754 0.2117 0.0130
CFL 3.2677 0.6787 0.4788 0.0001
SLA 1.4498 0.4613 0.2517 0.0017

corporations showed otherwise. This result ma-
tched the general belief of financial experts,
which showed the face validity of the prediction
model. The means of discriminant scores for
bankrupt and non-bankrupt groups were -0.8920
and 0.1589, respectively. The performance of both
LRM and MDA is shown at <Table 6>.

{Table 6y The Performance in Derived Variable
Analysis with LRM, MDA

Model Sensitivity | Specificity | Accuracy | Ave, Risk

LRM 0.757 06870 | 06976 | 04713

MDA 07714 | 06819 | 0695 | 04635
Traditional MDA 04921 05833 | 05639 L0.8011

For comparison purpose, we performed tradi-
tional multivariate discriminant analysis (Altman,
1968) with use of only one set of financial data
set which is presented one year prior to bank-
ruptcy. It is shown that the traditional MDA
provides lower specificity and sensitivity with
high average risk.

5. Discussion

In our study, several models utilizing longi-
tudinal financial data are proposed. In the ap-
plication of bankruptcy prediction model among
KSE data base, it is shown that the proposed
models are superior to traditional model in a
sense of average risk. However, care should be
taken for the interpretation of results. First of all,
there is no theoretical evidence (such as con-

sistency or unbiasedness) for the estimate of the
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proposed models. Therefore, theory behind the
proposed models is highly depending on the
asymptotics and the large sample principle.
Therefore, it is hard to say the proposed models
are always better than traditional hankruptcy
model such as traditional MDA, However, unlike
other bankruptcy prediction model, the good
advantage of this model is that (1) the models
allow several sets of past financial data, (2)
control calendar year as well as years prior to
bankruptcy and (3) consider several sets of past
financial data in the same firm as one block.

Qur analysis tries to solve the selection bias
problem as mentioned in Zmijewski(1984) by
setting misclassification cost as 70 /393 for sen-
sitivity case and 1 for specificity case. But this
setting is quite arbitrary. By careful investigation
of different setting of the results, we conclude
that the model performance might not change
with somewhat different setting of misclassifi-
cation cost.

One of the critical weakness of our proposed
model is that dependent variable of firm status
(bankruptcy / non-bankruptcy) is not indepen-
dent over time. Since financial data are available
till bankruptcy, the value point of dependent
variable changes the covariate structure as well
as previous values of dependent. In other words,
if we know a firm is non-bankruptcy status in
1997, without any further information, we already
know the firm’s status is non-bankruptey in 1996.
This fact implies dependent variables for differ-
ent vear are totally dependent each other. This
point is major difference between bankruptcy
prediction model and traditional multivariate
repeated measurement analysis. However, we
would like to put this problem as future study
for the longitudinal bankruptcy prediction model.
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