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A Note on a Fuzzy Linear Regression Model
for Fuzzy Input-output Data Using Real Coefficients

Dug Hun Hongl

Abstract

In this note, we propose a simple fuzzy linear regression model for fuzzy
input-output data based on Tanaka’s approach. Then an LP-based method to derive
the satisfying solution of the decision making is developed.
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1. Introduction

Fuzzy linear regression provides a means for tackling regression problems lacking a
significant amount of data for determining regression models and with vague relationship
between the dependent variable and independent variables.

In fuzzy linear regression analysis, recently proposed by Tanaka et al. [6, 7], deviations
between the observed values and the estimated values are assumed to depend on the
fuzziness of the system structure, in contrast to the usual linear regression analysis where
deviation are supposed to be caused by observation errors or variables not in the model.
Linear programming based methods for obtaining fuzzy linear regression models for some
fixed fuzzy threshold via the set inclusion relations among a-level sets for fuzzy numbers, or
possibility and necessity measures have been proposed [6, 7].

In these fuzzy linear regression models [6, 7], however, it should be stressed that while
output data is assumed to be a fuzzy number, input data is not a fuzzy number.

Sakawa and Yager [5], formulated three types of multiobjective programing problems for
obtaining fuzzy linear regression models, where both input data and output data are fuzzy
numbers by using three indices for equalities between two fuzzy numbers [2]. Recently, Hong
et al. [3, 4] have presented two new method to evaluate fuzzy linear regression models using
shape preserving fuzzy arithmetic operations where both input data and output data are fuzzy
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numbers.

The purpose of this work is to propose a simple fuzzy linear regression model based on
Tanaka’s approach where both input data and output data are represented as fuzzy numbers
and parameters are real numbers.

2. Fuzzy linear systems

According to the definitions defined by Dubois and Prade [2], fundamental definitions and
concepts of fuzzy numbers and fuzzy linear systems are briefly described in this section.

Definition 2.1. A fuzzy number is a fuzzy set A, whose membership function

us: R — [0,1] which is wupper semi-continuous, normal and convex, i.e. (i)
[Al,i={ x| ua(x)=h} is a closed set , (ii) 3x such that ws(x)=1, C(iii)
uA(/lxl-f-(l-—/i)xz) = uA(xl) A uA(xg) fordA [0,1]

A symmetrical fuzzy number A denoted by A = (a, ¢); is defined as
ua(x) = L((x—a)/o), o0,
where L(x) is a shape function of fuzzy numbers such that (i) L(x) = L(—x), (ii)
L(0) = 1, (iii) L is strictly decreasing on [0, +c). As examples of L(x),
L(x0)=max (0, 1-d7), L(x)=e ™™ and L(x)=1/(1+|4") are considered.

Given a fuzzy information M defined by a fuzzy number uy(x), the possibility distribution

7x(x) is defined as m,(x)2 uy,(x). The possibility measure of fuzzy set A is defined as
nx(A)= SLip ua(x) A wx(x).

A possibility space is represented by (X, P(X), mx(-)), where P(X) is the set of all
fuzzy subsets of X. Let us consider two sets X and Y , and a function f: X — Y, A
possibility space (X, P(Y), ny{+)) can be induced from the given possibility space as

follows.

Denoting a set E, as E, = {x| y = Ax)}, a possibility distribution of Y is induced

from wx( +) as

TAy) = nx(E,)
which can be rewritten by the definition of possibility measure as

sup

e ﬁx(x).

Ty(y) =
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Hence, we have for B € P(Y),
xy(B) = 5P ug(y) A 7y(y),

which leads to a possibility space {Y, P Y), 7,{ :)}.

Definition 2.2. Given a function y = Ax; xy), the fuzzy output ¥ = AA , B) is defined
by the following membership function:

sup

_ u a(x1) A up(xz).
y=Rx1xy)

uy(y)=

Since we consider only symmetrical fuzzy numbers defined by L(x) in this paper, the
following definition is more favorable in applications than the definition given by Zadeh, i.e.
AD2B if and only if ua(x)=ug(x).

Definition 2.3. The inclusion of fuzzy numbers with degree 0<h<1 denoted A=, B is
defined by [A],= [Bl,.

It follow from Definition 2.3 that [A],2 [B], is equivalent to
a < 02+L—1(h)(C1—Cz), [24] = GQ‘L-l(h)(Cl—Cz) (1
where wus(x)=L((x—a;)/c;) and wup(x)= L((x— a)/cy).

Let us consider a linear system with fuzzy data by u x(x)=L((x—x))/8),i=,",n,

where x; is the center and &; is the width of fuzzy number.

A fuzzy linear system is
Y = CZIXI‘*' e +ann$ aX

where X, is fuzzy number and a; is non-fuzzy. The following result is show in [8].
Theorem 1. Let X;_(x; ), i=1,...,n, then the fuzzy linear function
Y=a,X,++a,Xy=(2ax;, 2lalé);.
3. Fuzzy linear regression with fuzzy data

To formulate a fuzzy linear regression model with fuzzy input-output data , the following
are assumed :
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(i) the data can be represented by a fuzzy linear model :
Y;=d;X,1+"‘+d:,X in=— a'X,~ (2)
where X;=(X;3=(x4,8) ,..., X=X 8:1) and a"=(a}, -, a}).

(ii) Given input-output relation ( X;,Y), Y,=(y;e)r i=1,..,N, and a threshold
k, it must hold that
Y,’ghY‘; i=1,...,N. (3)

(iii) The index of fuzziness of fuzzy linear model is

Kay=3 Slals; @

Under the above assumptions our problem is to obtain real parameter «;, 7=1,...,n, that

minimize J( @) in (4) subject to the constraint (3). Using (1), this problem can be reduced as

the following LP problem :

Min s g)= 3% 3iiale,

)
subject to
yi+L ke, < gla,-x,; + L Nhn g}la,{&-j ,
yi—L N We; > ]ga,-x,-,. - L"l(h)gla,{a,y_ , 6)
1=1,...,N,

where L ~!(h) is supposed to be finite in this paper.

If output data Y; are real. ie, e;=0, ¢=1,..., N, then the problem for obtaining fuzzy

linear regression model is reduced to the LP problem :

MinJ a) = gl Igla,l&y

subject to
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y< Baxy + L7 Rlalsy
=1 =

Vi = Z‘a,-x,-j - L—l(h) ;'a/{aij ’

It is note that for given the data ( X;,Y;), i=1,..., N, there does not always exist an

optimal solution for 0<%{1 in the LP problem (5) and (6).

(N

If y,is close to i:la,-x g 1=1,...,N, for some a, ie,
~

Iyi_ Zlajx i ISL *1(h) Z}lal{aﬁ_l‘ wl(h)ei (8)

for some a and A, i=1,--,N, then there can exist an optimal solution.

Theorem 2. Given the data (X, Y), i=1,---,N , if there exists an a satisfying (8) for

some Ay , then there is an optimal solution @ for # < kg in the LP problem (5,6).

Proof. The condition in (8) vield (6) for some @ and A<h; . Then a is a feasible solution.

Hence, there is an admissible set of (8) and there is an optimal solution a .

If l}LrgL"l(h)=w and Z‘Ia,w,;-—ei > 0, i=1,--,N , for some @, then there exist

k>0 satisfying (8). By similar argument, we have the following result.

Theorem 3. Given the data (X, Y), i=1,- N , if l}irrpOL_l(h)=00 and

21'0’18 j—e > 0, i=1,--,N, for some a, then there exists an optimal solution of LP
=

problem (5, 6).

Example. We use the same example provided by Sakawa and Yano [5], given in Table
1. The fuzzy linear model is

Y=q,+a; X
with L(x)=1—x. We prove the LP problem by using the conventional linear program
approach for 2= (.3, 0.5, 0.6 and 0.7 .
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Table 1
sample number ¢ Xi=(x;7) Yi=(y,e)
1 (2.0, 0.5 (4.0, 0.5)
2 (3.5, 0.5 (5.5, 0.5)
3 (55, 1.5 (75, 1.0)
4 (7.0, 0.5) (6.5, 0.5)
5 (8.5, 0.5) (85, 0.5)
6 (105, 1.5 (8.0, 1.0)
7 (11.0, 0.5) (105, 0.5)
8 (12,5, 0.5) (9.5, 0.5)

Fig. 1. The fuzzy linear regression model with £=10.5

Table 2
h 0.3 0.5 0.6 0.7
a; 2.37 2.92 3.30 418
a) 0.67 0.60 0.56 0.47
J @) 22.34 26.36 29.18 36.77

In this example, at the fourth iteration, the satisfying solution of the LP problem is obtained
as shown in Table 2. We don't need any algorithm to prove the optimization problem and

just a simple LP based method is need.
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4. Conclusion

In this note, we have presented a simple fuzzy linear regression model based on Tanaka's
approach where both input data and output data are fuzzy number and coefficients are reals.
Then just a simple LP-base method is need to derive the satisfying solution of the decision
making.
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