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요 악

최근에 대용량의 데이터베이스로부터 연관규칙을 발견하고자 하는 연구가 활발하며, 수량항목에도 적용할 수 있도록 이동 방법을 확장하는 연구도 소개되고 있다. 본 논문에서는 수량항목을 이진 항목으로 변환하기 위하여 빈발구간 항목집합을 생성할 때, 수량 항목의 높이 영역에서 특정 영역에 집중하여 발생하는 특성인 지역성을 이용하는 방법을 제안한다. 이 방법은 기존의 방법보다 많은 수의 세밀한 빈발구간 항목들을 생성할 수 있을 뿐만 아니라 세밀도를 판단하여 활용할 수 있는 성능선에서 정보도 포함하고 있어, 원 데이터가 가지고 있는 특성의 손실을 최소화할 수 있는 특징이 있다. 인근점수 등 실 데이터를 사용한 성능평가를 통하여
기존의 방법보다 우수함을 보였다.
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ABSTRACT

Recently, there is growing attention on the researches of inducing association rules from large volume of database. One of them is the method that can be applied to quantitative attribute data. This paper presents a new method for generating large-interval itemsets, which uses locality for partitioning the range of data. This method can minimize the loss of data-inherent characteristics by generating denser large-interval items than other methods. Performance evaluation results show that our new approach is more efficient than previously proposed techniques.

1. 서 론

데이터베이스 기술의 발전으로 이를 사용하는 업무가 급속히 늘어나면서 저장되는 데이터 양 또한 폭발적으로 증가하여 대용량화되고 있다. 이러한 대용량화된 데이터베이스에는 사용자가 미처 파악하지 못하는 중요한 정보 또는 지식이 포함되어 있을 수 있으나, 기본적으로 데이터베이스는 일정한 형태의 질문에 따른 응답을 위한 시스템이므로 현실세계(REAL WORLD)에서 나타나는 다양한 규칙성(regularity)을 발견하기에는 한계가 있다. 이러한 대용량 데이터베이스에 내재된 유용한 지식을 탐색하는 기술을 데이터마이닝(data mining)이라 하며, 이에 대한 연구가 최근에 활발하게 진행되고 있다.

데이터마이닝은 대량의 실제 데이터, 즉 트랜잭션(transaction)을 발생시킨 특성을 효과적으로 반영하여 의사결정(decision making)에 유용한 정보를 제공한다. 예를 들어 대형 할인대장에서 “노트”와 “연필”을 구매한 고객의 85%가 “지우개”를 같이 구매한 다는 연관규칙을 판별 데이터마이닝의 자료에서 찾을 수 있다. 이와 같이 데이터마이닝은 상식적인 감(feeling)을 사실(fact)로 전환시킬 수도 있지만, 슈퍼
마켓에서 “어기 기저귀”를 구매한 사람이 “먹주”도 함께 구매한다면 간이 전혀 예상하지 못한 규칙도 탐색할 수 있다. 이렇게 데이터마이닝은 대응형의 데이터베이스 자체가 가지고 있는 룣을 탐색할 수 있다.

데이터마이닝은 크게 예측(prediction)과 지식탐사(knowledge discovery)로 구분한다. 예측은 특별한 목표에 관심을 가지고 파거의 기록을 기초로 미래의 새로운 사전(cases)에 적용하기 위하여 이용이며, 분류(classification), 시계열(time series) 등의 방법이 있다. 반면에 지식탐사는 예측보다 적은 정보라도 가능하며 의사결정지원(decision support)에 적합한 방법이다. 군집화(clustering), 연관규칙(association rules) 등이 해당된다. 지식탐사의 한 분야인 연관규칙(association rules) 탐사는 관련 문제는 Agrawal[2]이 처음 제안한 이후 수많은 연구가 있었고, 최근에도 이 분야의 연구는 활발하게 진행되고 있다.

현실세계에서 발생하는 트랜잭션(또는 사건)은 그 특성을 나타내는 항목(item)들의 집합으로 항목집합(itemset)의 단위로 데이터베이스에 기록되어 대규모화된다. 여기에 자주 발생하는 항목집합들 간의 상호관련성을 발견하는 작업은 연관규칙(association rule)이라 한다. 이 분야는 이진 연관규칙(binary association rule), 즉 “한 트랜잭션 내에서 특정 항목이 나타나면 반드시 다른 항목도 그 트랜잭션 내에 함께 나타난다.”라는 형태의 규칙성 발견에 대한 연구가 활발하다[3-7].

센서스 데이터와 같이 수량 속성이 강한 자료의 경우에도 이진 연관규칙 탐사가 가능하다. 그러나 연령, 자녀 수 등 센서스 데이터에 포함된 많은 수량 속성을 무시하고 연관규칙을 탐사를하는 것은 발견할 수 있는 규칙이 극히 제한적이거나 불가능하다. 예를 들어 사람이 일반은 수량 데이터로 영양은 1세에서 12세까지, 이를 하나의 항목, 즉 ‘연령’을 취하여 연관규칙을 탐색할 수 있는 규칙은 극히 제한적이다. 반대로 수량항목의 정의영역 내의 각 수치들, 그대로 항목으로 설정하여 반향항목집합을 생성한다면 탐사공간이 너무 넓고, 발생하는 항목이 분산되어 있어 탐사가 불가능하다.

이와 같은 문제는 수량 항목의 정의영역을 여러개의 소구간으로 분할하여 최소지지도를 만족할 때까지 병합하여 반향구간 항목집합을 생성[8,9]한다.

반향구간 항목은 최소지지도를 만족해야 하는데, 이 판관기준은 해당 구간 내에 데이터의 발생빈도(frequency)에 따라 결정된다. 일반적으로 상세한 데이터들의 발생빈도는 특정 영역에 차우치는 경향, 즉 지역(locality)을 갖는다.

본 논문에서는 센서스 데이터와 같이 수량 속성 데이터의 항목을 여러개의 구간으로 분할할 때 데이터 발생의 지역성을 고려하여 반향구간 항목집합을 생성하는 방법을 제안한다. 이 방법은 일정 높은 구간을 중심으로 반향구간 항목을 생성하므로 원래의 데이터가 가진 특성의 손실을 최소화하여 있는 특징이 있다.

본 논문의 구성은 제2장에서 연관규칙탐사의 기본 정의, 탐사 알고리즘 그리고 수량 항목에 대한 반향 구간 항목집합 생성방법에 대하여 알아본다. 3장에서는 반향구간 항목집합을 생성하는 새로운 방법을 제안하고, 그 예를 보인다. 4장에서는 성능을 평가하고, 마지막으로 결론 및 향후계획을 밝힌다.

2. 연관 규칙 탐사

2.1 연관 규칙 정의

2.1.1 반향 항목집합(large itemset) 정의

반향항목집합을 정의하기 위하여 항목집합(I), 트랜잭션(T), 데이터베이스(D)를 다음과 같이 정의한다.

\[ I = \{i_1, i_2, i_3, \ldots, i_m\}, \quad i_j, (j=1, \ldots, m) \text{는 항목(item)} \]

\[ T : I\text{'s 부분집합(T$\subseteq$I)}이면, 항목의 중복은 불허한다. \]

\[ D : \sum\text{i개의 트랜잭션들 집합이며, 각 트랜잭션은 고유한 번호(Tid)를 갖는다.} \]

여기서, 트랜잭션과 다른 모든 항목집합들 내에 있는 항목들은 정렬된 것으로 가정한다. 일반 트랜잭션 T가 I의 모든 항목들을 포함한다면(\(X \subseteq T\)), T가 집합 X를 지지한다(support)고 한다. 물론 X는 I의 부분집합이다. X의 지지도를 supp(X)로 표기하며, 이는 X를 지지하는 D에 있는 모든 트랜잭션들의 수

1) 수량항목의 반향항목집합(large itemset)을 이전항목의 경우와 구분하기 위하여 반향구간 항목집합(large-interval itemset)이라 정의한다.
2.1.2 연관 규칙(association rule)의 정의

한 트랜잭션에서 발생한 항목들의 양은 고려하지 않으며, 그 항목들의 발생 여부만 고려하기로 가정한다. 연관규칙(association rule) R은 다음과 같이 정의한다.

\[ R : X \rightarrow Y \]

이 때 \( X \)와 \( Y \)는 서로 같은 원소를 갖지 않는 항목이다. 즉, \( X, Y \subseteq I \)이고, \( X \cap Y = \emptyset \)이다.

연관 데이터베이스 \( D \)의 트랜잭션 중에서 \( s \)가 \( X \cup Y \)를 포함한다면 연관규칙 \( R : X \rightarrow Y \)는 트랜잭션의 집합 \( D \)에서 지지도(support degree) \( s \)를 가지고 있다. 또한 각각 \( X \)에 있는 트랜잭션 중에서 \( c \)가 \( X \)를 포함하고 있고, \( Y \)이든 \( X \)을 포함하고 있다면 연관규칙 \( R : X \rightarrow Y \)는 집합 \( D \)에서 신뢰도(confidence degree) \( c \)를 가진다.

2.1.3 연관규칙 탐색의 기본적인 접근방법

연관규칙 탐색은 트랜잭션의 항목을 기반으로 데이터베이스의 항목의 집합을 생성하는 반반 항목집합(large itemset)을 찾는 과정으로 이루어지는 2단계 구조이다.

단계 1. 반반 항목집합(large itemsets)을 찾는 단계로, 주어진 최소지지도(Smin) 이상의 트랜잭션의 항목을 가지는 항목집합들인 반반 항목집합을 찾는 과정

단계 2. 단계 1에서 생성된 반반 항목집합을 사용하여 연관규칙을 생성하는 단계.

연관 규칙 탐색의 전체상황은 첫 번째 단계에서 결정된다. 데이터베이스 속에 고려대상 반반 항목의 수는 모든 항목들의 맵집합(power set)의 크기가 된다. 즉 항목들의 수 증가에 따라 고려해야 할 항목의 크기는 기하급수적으로 증가하여 상당량의 처리 시간과 메모리를 요구한다. Apriori[3], AprioriTID [3,10], AprioriHybrid[3], DHP[4], Partition[5], DIC [11], Direct Sampling[5], Sampling Approach[6] 등 연관규칙 탐색 알고리즘 대부분이 이러한 문제의 해결에 중점을 두고 있다.

2.2 연관규칙 탐색 알고리즘

연관규칙 탐색의 대표적인 알고리즘으로 알려진 Apriori는 해당 항목의 발생 유무만 고려하는 이진항 목의 탐색에 적합한 알고리즘이다. 그러나 이 알고리 즐의 탐색 원리가 간편하고 이해가 용이하여 많은 응용 알고리즘이 있다.

2.2.1 Apriori 알고리즘

그림 1은 Apriori 알고리즘의 기본적인 구조를 나타낸다. Apriori 알고리즘은 연관규칙 탐색의 제공된 조건을 만족하는 항목의 집합을 생성하고, 그 항목의 집합을 각각의 항목의 집합을 나누어 반반 항목집합을 생성한다. 반반 항목집합을 구할 때, 연관규칙 탐색의 기본적인 접근방법을 이용하여 반반 항목집합을 구한다. 

먼저, \( (k-1) \) 번째 단계에서는 \( k \)개의 항목의 집합을 \( L_{k-1} \)을 후보항목집합 \( C_k \)으로 만든다. 다음으로 \( C_k \)를 검색하여 \( C_k \)가 있는 후보항목집합의 지지도를 계산한다. 

먼저, \( \text{hush tree} \)를 이용하여 지지도 계산의 효율성을 높이고 있다. \( C_k \)가 있는 후보항목집합 중에서 최소지지도를 만족하는 항목만 \( L_k \)에 진입시킨다. 이러한 시행은 \( L_k \)가 더 이상 발견되지 않을 때까지 반복한다. 이 알고리즘의 성능은 \( k \)의 조건과 전체에 많은 영향을 받고 있다.

그림 3은 \( k \)의 조건과 전체에 대한 성능을 나타내며, Apriori 알고리즘으로 반반항목집합을 탐색하는 과정이 그림 3.1에서 \( k=4 \)의 위치에 대해 데이터베이스의 최소지지도는 \( 50\% \)로 가정한다. 그러므로 \( k=4 \)의 위치에 대해 이링된 항목의 집합을 포함되어야만 반복하다고 할 수 있다.
위 예를 통하여 알 수 있듯이 항목의 존재 유무와 발생빈도만으로 빈발항목집합을 생성하며, 해당 항목의 수량은 고려하지 않고 있다.

2.3 기존의 수량항목 분할방법

다음과 같은 2개의 연관규칙(R1, R2)을 상세보면, R1은 나름대로 의미가 있지만, R2는 R1보다 고급 정보이다.

그림 1. Apriori 알고리즘

```
// DB 선택하여 C1, L1 생성.
L1 = {large 1-itemsets)
for (k=2 ; k < e ; k++) do begin
    Ck = apriori-gen(Lk-1) ; // New candidates
    forall transaction t ∈ D do begin
        Ck = subset(Ck, t) ; //
        forall candidates c ∈ Ck do
        c.count++ ;
    end
    Lk = { c ∈ Ck | c.count ≥ minval }
end
Answer = U_k Lk ;
```

그림 2. Apriori-gen 함수

```
1) Join 단계
   insert into Ck
   select p.item, p.item, ... p.item, q.item,
       from Lk-1 p, Lk-1 q /self join
   where p.item = q.item, ... p.item = q.item,
       p.item < q.item ;

2) Prune 단계
   forall itemset c ∈ Ck do
   forall(k-1) - subsets s of c do
   if s ⊆ Lk-1 then
       delete c from Ck ;
```

표 1. 예제 데이터베이스

<table>
<thead>
<tr>
<th>TID</th>
<th>항목(items)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1, 3, 4</td>
</tr>
<tr>
<td>2</td>
<td>2, 3, 5</td>
</tr>
<tr>
<td>3</td>
<td>1, 2, 3, 5</td>
</tr>
<tr>
<td>4</td>
<td>2, 3</td>
</tr>
</tbody>
</table>

예를 통하여 알 수 있듯이 항목의 존재 유무와 발생빈도만으로 빈발항목집합을 생성하며, 해당 항목의 수량은 고려하지 않고 있다.

```
R1 : "노트와 연필을 구매한 고객들의 85%가 지주개를 동시에 구매한다"
R2 : "노트 2권과 연필 3가지를 구매한 고객들의 85%가 지주개 1개를 동시에 구매한다"
```

R1은 항목의 발생빈도만으로도 연관규칙의 탐색이 가능하지만, R2는 불가능하다. 그러므로 항목의 값을 인위의 심수(real) 값으로 확장 등의 방법이 필요하게 되어, 최근에 항목들을 범위 데이터(categorical data)과 수량 데이터(quantitative data)로 구분하여 접근하는 연구가 소개되고 있다.

수량 데이터의 연관규칙 탐색 방법으로 수량항목을 이진항목으로 변환하여 기존의 탐사 알고리즘들로 연관규칙 탐사를 고려할 수 있다. 이러한 방법에 대한 기존의 연구[8,9]가 있었다.

이들 두 가지 방법은 단계의 절차를 거쳐 최소지
도를 만족하는 빈발구간 항목집합을 생성한다. 첫
째 단계에서는 공간적 분할을 생성하며, 두 번째 단
계에서는 최소지도를 만족할 때까지 이웃 소구간
을 합병한다. 분할과 병합에 사용되는 기준은 일정범
위 분할법 예에서는 최소지도만 사용하고, 유동적 분
할법은 최소지도와 최소분할지도를 사용하여 분할
및 병합을 실시하였다.

따라서 정의범위 분할법은 데이터의 분포를 고려
하지 못하는 점이 약점이고, 유동분할법은 최소분할
지도라는 또 다른 분할기준을 사용함으로써 분할
을 위한 부수적인 비교가 필요할 뿐만 아니라 사용자
가 임의로 최소분할지도를 생성해야하므로 최적의
기준설정이 어려다는 문제점이 있다.

3. 빈발구간 항목집합 생성방법

3.1 데이터생성의 지역성

수량 항목은 그림 4와 같이 다양한 유형으로 나타
나고 있으며, 이들 항목들의 정의 영역(도메인) 또한
큰 영역, 넓은 영역 등 다양하다.

(a) 변환에 필요한 수량 항목

- 너 비 [ practicing nurse ]
- 통근교통 소요시간 [ min ] 부분
- 주택의 연간평 [ $/m^2 ] 등

(b) 조사표 상에 분할하여 조사한 수량 항목

- 컴퓨터 활용 상태
  ① 배업 사용② 주말 1회 사용③ 1달에 1회 사용
  ④ 1달에 1회 미만 사용⑤ 사용하지 않음
- 현장적 근무연수
  ① 6개월 미만 ② 6-12개월 미만 ③ 1-3년 미만
  ④ 3-5년 미만 ⑤ 5-10년 미만 ⑥ 10-15년 미만
  ⑦ 15-20년 미만⑧ 20년 이상등

그림 4. 센서스 항목중 수량 항목의 예

그림 5의 (a)는 인구주택총조사의 대전지역 나이
별 인구분포, (b)주택의 연간평균 가구분포, (c) 사업
체기초통계조사의 공사차수로도 사업체분포를 나타
낸다. 이 예를 보면 정의영역 내의 특정 영역을 중심
으로 데이터 발생의 빈도가 집중되고 있음을 알 수
있다. 이와 같은 특성을 예의 데이터 외에도 관심 지
역, 연령 등에 따라 응용범위, 업무관 관련자 등과
같은 실세계 데이터에서도 나타날 수 있는 특성이다.

이 특성을 데이터 발생의 지역성(locality)라 정의
한다. 이의 존재는 빈도가 가장 높은 최빈수(mode)의
단위구간을 기준으로 좌-우로 확장하여 고려대
상 구간을 설정하였을 때, 고려대상 구간이 차지하는
비율(A)과 빈도가 차지하는 비율(B)의 비(rate), 즉
B/A의 값으로 판단하며, 지역성의 정도가 정의한다.

그림 5의 데이터 예에서 고려대상 구간을 50%로
하였을 때, (a)에 대한 지역성 정도는 1.42(0.71/0.5),
(b)는 1.94(0.97/0.5), (c)는 1.90(0.96/0.5)이다. 이는
최빈수의 단위구간을 중심으로 주변 50%의 구간에
포함된 빈도가 전체 빈도의 71%, 97%, 99.5%에 해당
됨을 의미한다. (b)와 (c)는 지역성이 극히 높은
경우로써 빈도 3%, 0.5%가 구간 50%에 담당하는 영역
을 차지하고 있다. 이러한 구간은 신뢰도를 바탕으로
하는 규칙의 생성 단계에서 높은 신뢰도로 인하여
효용성이 부족한 구간이다. 따라서 이들 구간에서생
성된 빈발구간 항목은 활용효과가 거의 없다.

이와 같은 데이터 발생 분포의 특성은 지역성을
수량 항목의 연관적 특성에 필요한 빈발구간 항목
집합의 생성에 활용하고자 한다.

3.2 지역성을 고려한 빈발구간 항목 생성방법

본 논문에서 제안하는 방법은 최빈수(mode)의
단위구간을 중심으로 수량 항목의 정의역을 이전항
목으로 변환하여 빈발구간 항목집합을 생성하는방
법이다.

3.3.2 빈발구간 항목집합 생성 알고리즘

데이터 발생의 밀도가 높은 영역이 최빈수의 단
위구간이다. 우수한 결과를 얻는 방법으로 이 최빈수
의 단위구간을 이용하는 방법이다.

3.3.1 기호설명

빈발구간 항목집합을 생성하기 위하여 필요한 대

2) 수량 항목 정의역의 기본단위로 단위구간으로 정의한다.
그림 5. 데이터 발생의 지역성(예)  

이터페이스(D)에 수량 항목(Lq), 발생빈도(f(Lq)) 등의 기호를 다음과 같이 정의한다.

- D는 유한한 범위의 수량 항목이 포함된 트랜잭션 선들의 집합으로 Lq, f(Lq)를 포함한다.
- Lq는 \( L_1, L_2, \ldots, L_{i-1}, L_i \)이며, \( L_i (1 \leq i \leq n) \)는 단위구간 항목(item)으로 이산(discrete)하다.
- f(Lq)는 \( f(L_1), f(L_2), \ldots, f(L_{i-1}), f(L_i) \)이며, \( f(L_q) (1 \leq i \leq n) \)는 단위구간에서 데이터 발생빈도이다.

\( \text{Max}_L \)는 최빈수(mode)의 단위구간이다.

\( F_L \)은 빈발구간 항목집합(large interval itemsets)이며, m개의 원소들(\( f_1, f_2, \ldots, f_m \))으로 구성되며, 각각의 최소지지도(S_{min})를 만족한다.

\( k_{L,L} (1 \leq i \leq n) \)는 해당 단위구간 \( L_i \)의 사용 가능여부를 표기한다.

빈발구간 항목집합 생성 방법은 1차 최빈수의 단위구간(Lq)을 선택한 후, 이를 기준으로 인접(좌~우) 단위구간(Lq-1, Lq+1)을 최소지지도 만족할 때까지 병합한다. 이때 좌~우 항목의 값(빈도 또는 지지도) 중에서 최소지지도 보다 높거나 같으면서 가장 근접하는 값을 취하여 최소지지도를 만족할 때까지 병합한다. 만약 하한한계 또는 상한한계\(^3\)으로 인하여 더 이상 진행할 수 없을 경우는 한 끝 깃발만을 취하여 병합을 진행한다. 진행도중에 양쪽(좌~우) 모두 한계에 도달하면 비임해차이로 빈발하지 않은 구간으로 설정하고, 다음 최빈수의 단위구간을 선정하여 동일하게 진행한다.

인접 단위구간을 병합하는 도중에 최소지지도를 만족하면 병합을 중단하고, 빈발구간 항목집합에 포함시켜, 동시에 빈발구간 항목영역으로 설정한다. 계속하여 잔여 단위구간 중에서 최빈수의 단위구간을 선정하여 동일한 방법으로 빈발구간 항목을 생성하며, 더 이상 단위구간이 존재하지 않을 때 중단 한다.

---

// 최소지지도(S_{min})는 사용자가 지정  // DB를 검색하여 f(L_q)를 생성  \( F_L = \emptyset \)

for \( (k=1 ; L_q = L_q ; k++) \) do begin  
  \( \text{Max}_L = \text{MAX}(f(L_q)) \), (not tagged, 1 \leq i \leq n)  
  \( f_k \) merge \( L_q \) :  
  \( \text{CALL Gen_F}_L \)
  \( F_L = U \ f_k// \text{Answer} \)  
  \( \text{Max}_L = 0 \)
  // if sum of fqs between tagged < S_{min}  
  then not large quantitative itemsets  
  \( L_q = \text{used tag} (1 \leq i \leq n) \)  
  // not large
end

그림 6. 제한 빈발항목성 알고리즘

그림 6, 7은 이러한 절차를 코드로 표기한 것이다. 그림 6은 최빈수의 단위구간을 선정하여 Gen-F\(_L\) 함수에 그 값을 전달한다. 그림 7에서는 전달된 단위구간

3) 상한과 하한 한계는 하한(\( L_q \)) 및 상한(\( L_q \)) 경계 또는 이비 사용한 영역의 단위구간 경계이다.
간을 기준으로 최소자료도 ($S_{min}$)를 만족할 때까지 좌우의 단위구간을 병합할 절차를 수행한다. 이 때 상한과 하한 경계의 인접 여부에 따라 4가지 경우 (case)를 고려하고 있다.

최빈수의 단위구간을 기준으로 생성된 반복구간 항목은 그림 8에서 보듯이 1차 최빈수를 기준한 항목의 구간영역이 k차 최빈수를 기준한 항목의 구간영역보다 좁거나 같다. 즉, 1차에서 k차로 진행할수록 반복구간 항목의 독이 넓어지는 특성이 있다.

이는 초기에 생성된 반복구간 항목이 나중에 생성된 반복구간 항목보다 데이터 자체가 가지고 있는 특성의 문맥에 따른 세밀한 반복구간 항목임을 의미한다. 그러므로 생성되는 반복구간 항목의 생성순서는 휘류 규칙(rules)을 생성할 때 좋은 정보로 활용될 수 있다.

---

```plaintext
Function Gen_Fk
for (j=1; Max_Lq >= $S_{min}$; j++) do begin
  case 1 : lq_{i-1} and lq_{i+1} are not tagged
    if ((l_kP_{j}) * (l_kP_{i})) ≤ ($S_{min}$ - Max_Lq)
      then Max_Lq = Max_Lq + f(l_kP_{j}) * f(l_kP_{i})
      else if ((l_kP_{j}) * (l_kP_{i})) ≤ ($S_{min}$ - Max_Lq)
        then Max_Lq = Max_Lq + f(l_kP_{j})
        else Max_Lq = Max_Lq + f(l_kP_{i})
        fi merge l_kP_{j}; l_kP_{i} = tag
  endif
  case 2 : lq_{i-1} is not tagged, lq_{i+1} is tagged
    Max_Lq = Max_Lq + f(l_kP_{i})
    else if ((l_kP_{i}) * (l_kP_{i})) ≤ ($S_{min}$ - Max_Lq)
      then Max_Lq = Max_Lq + f(l_kP_{i})
      else Max_Lq = Max_Lq + f(l_kP_{i})
      fi merge l_kP_{i}; l_kP_{i} = tag
  case 3 : lq_{i-1} is tagged, lq_{i+1} is not tagged
    Max_Lq = Max_Lq + f(l_kP_{i})
    else if ((l_kP_{i}) * (l_kP_{i})) ≤ ($S_{min}$ - Max_Lq)
      then Max_Lq = Max_Lq + f(l_kP_{i})
      else Max_Lq = Max_Lq + f(l_kP_{i})
      fi merge l_kP_{i}; l_kP_{i} = tag
  case 4 : lq_{i-1} and lq_{i+1} is tagged
    return, fi is not large
end
Return
```

그림 8. 최빈수를 이용하는 방법

그림 8. 최빈수를 이용하는 방법

그리고 이 데이터 고려상 도사 구간을 50%로 한 지역성

의 정도는 1.20(10/0.5)이다.

예의 결과는 반복구간 항목은 8개, 비반발 항목은

3개가 생성되었다. 예에서 1차, 2차로 생성된 반복

항목은 3개, 7차는 5개, 8차는 4개의 단위구간이 병합

되었다. 그러나 지역성의 정도가 낮지 않아 병합된

단위구간의 수는 5개에서 5개로 편차가 크지

없다.

4. 성능평가

본 논문에서 제안된 데이터 방출의 지적성을 고려

하여 반복구간 항목집합 생성하는 방법의 성능을

평가하기 위하여 3가지 방법, 즉 일정범위 분할 및 병합 방법

(M1), 유동적 분할 및 병합 방법(M2) 그리고 제안한

방법(M3)을 사용하여 생성되는 반복구간 항목 수와

함께 생성구간의 평균간격을 비교한다.

성능평가의 3가지 데이터를 사용하다.

1) 인구주택총조사 중 대전광역시의 연령별 인구

   데이터 1,374,292 레코드

2) 사업체기초통계조사 중 대전광역시의 종사자

   배포별 사업체 데이터 88,869 레코드

3) 지역성이 없는 도 데이터 37,000 레코드

이들 데이터의 분포는 그림 5의 (a), (c)와 같으며,

그림 9는 시험 데이터 iii)의 분포도로써 지역성이 전

혀 없는 데이터이다.

또한 사용한 최소자료도는 9가지(40%, 35%, 30%,

25%, 20%, 15%, 10%, 5%, 3%)를 사용하였으며, M1

에선 사용한 일정범위 간격은 2, M2의 최소분할지지

도는 최소자료도의 1/2로 하였다.
표 2. 빈발구간 항목 생성과정lace

<table>
<thead>
<tr>
<th>나이</th>
<th>지수수 (번도)</th>
<th>단위구간 지수(%)</th>
<th>최소수</th>
<th>발발구간 지수(%)</th>
<th>발발유무</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>11</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>23</td>
<td>2.3</td>
<td>10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>25</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>26</td>
<td>2.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>30</td>
<td>3.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>31</td>
<td>3.1</td>
<td>11.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>33</td>
<td>3.3</td>
<td>10.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>38</td>
<td>3.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>37</td>
<td>3.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>33</td>
<td>3.3</td>
<td>12.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>32</td>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>32</td>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>31</td>
<td>3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>32</td>
<td>3.2</td>
<td>11.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>23</td>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>19</td>
<td>1.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>21</td>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>14</td>
<td>1.4</td>
<td>11.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>21</td>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>29</td>
<td>3.9</td>
<td>10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>41</td>
<td>4.1</td>
<td>3.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>54</td>
<td>5.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>59</td>
<td>5.9</td>
<td>2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>61</td>
<td>6.1</td>
<td>1.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>48</td>
<td>4.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>39</td>
<td>3.9</td>
<td>4.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>35</td>
<td>3.5</td>
<td>11.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>36</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>28</td>
<td>2.8</td>
<td>9.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>22</td>
<td>2.2</td>
<td>5.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

표를 보면 최소지지도 25% 이상에서는 기존 방법 (M1, M2)과 제안한 방법(M3)이 동일한 수의 빈발구간 항목을 생성하지만, 25% 미만부터는 제안한 방법이 보다 많은 수의 빈발구간 항목을 생성하고 있음을 알 수 있다.

![그래프 a](image1)

![그래프 b](image2)

![그래프 c](image3)

각 데이터별 실험결과를 살펴보면, 첫째 그림 10 (a)의 경우는 최소지지도 25%에서 기존의 방법과 제안한 방법이 대등하며 최소지지도가 낮아질수록 제안한 방법이 보다 많은 빈발구간 항목을 생성함을 알 수 있다.
둘째로 높은 지역성을 갖는 데이터의 결과는 (b)는 기존의 방법인 M1과 M2가 동일한 반면, M3는 최소저지도 15%부터 변바구간 항목수가 증가하고 있다.

마지막으로 지역성이 전혀 없는 데이터에 대한 결과(d)는 최소저지도 40%, 35%에서는 M2가 우수하고, 20%와 15%에서는 M2와 M3가 비슷하다. 반면에 10%에서에서는 M3가 보다 많은 변바구간 항목을 생성하고 있다.

이상과 같이 검안한 방법이 기존의 방법보다 최소저지도 25%이상에서는 동등한 성능이지만, 최소저지도 25% 미만에서는 보다 많은 변바구간 항목을 생성할 수 있으므로 성능의 우수함을 보여준다.

4.2 구간 평균값 비교

각 방법으로 생성된 변바구간 항목들의 구간들의 평균값은 그림 11과 같다. 이들 그래프를 보면 대체로 데이터의 분포 특성에 따라 M1 방법과 M2, M3 가 큰 차이가 있음을 알 수 있다. 이는 데이터의 분포를 고려하지 않은 M1 방법이 다소 큰 간격의 변바구간 항목들을 생성하고 있다.

각 데이터별 구간 평균값을 살펴보면, 첫째 그림 11의 (a)는 최소저지도 25% 미만에서는 큰 차이가 없으나, 25% 이상에서는 데이터 분포의 특성을 고려하지 않은 M1의 구간 평균값이 더 범위에 비하여 월등히 낮음을 알 수 있다. 그리고 데이터 분포의 특성을 고려한 방법인 M2와 M3는 최소저지도에 따라 차이는 있지만 대체로 M3가 좋은 구간 평균값의 변바구간항목을 생성할 수 있다.

둘째, 표 11의 (b)는 높은 지역성을 데이터에 대한 변바구간 항목들의 구간 평균값 비교 그래프이다. 데이터의 분포특성으로 인하여 M1, M3의 평균구간 간격이 특이하게 나타나고 있다. M1은 최소저지도 30%에서 15% 사이에 높은 구간 평균값이 보이고 있다. 이는 데이터 분포의 특성에 고려하지 않았기 때문이다. M3의 경우, '투어 분포'는 표시한 부분에 유달러 낮은 구간 평균값을 보이고 있다. 이는 앞 (3.1절)에서 언급한 바와 같이 빈도가 극히 낮은 영역에서 생성된 변바구간 항목으로 인하여 구간 평균값이 크게 나타나고 있다. 이러한 경우는 생물학적 정보를 활용하여 계획하거나 유전자성 과정에서 활

4.3. 성능평가 종합

이상과 같이 각 방법에 대하여 생성되는 변바구간

이렇게, 데이터의 지역성을 고려한 변바구간 항목의 생성 방법을 사용하면, 각 방법의 성능에 따라 구간 평균값의 생성이 가능하다.
항목수와 생성된 빈발구간 항목들의 구간 평균값을 비교하여 보았다.

이들을 종합하여 보면, 생성되는 빈발구간 항목수는 최소저도 25%를 기준으로 그 이상에서는 세 가지 방법이 대등하다면, 구간 평균값은 M1의 훨씬 낮게 나타나고 있고, 다음에 M2, M3 순으로 나타나고 있어 제한된 방법이 우수함을 알 수 있다.

반면에 최소저도 25% 미만에서는 제한된 방법이 많은 수의 빈발구간 항목을 생성하고 있으며, 데이터의 분포 특성으로 인하여 구간평균값이 낮아지는 경우가 발생하였다. 이는 많은 수의 빈발구간 항목을 생성하여도 모든 항목이 세밀하게 영향을 미치는 것은 아니며, 그리고 계산가능한 방법은 생성되는 순서 정보도 동시에 생성하기 때문에 이를 이용하여 효용성이 떨어지는 구간을 제한할 수 있다. 즉 초기에 생성된 빈발구간 항목은 사용된 항목이며, 그 이후 생성 순서에 따라 항목의 세밀도가 조급히 떨어지는데, 사용자는 이를 순서정보를 적절히 활용함으로써 보다 우수한 연관규칙을 발견할 수 있기 때문이다.

5. 결론 및 향후과제

본 논문에서는 수량 항목을 포함하는 대용량의 데이터베이스에서 연관규칙의 탐색을 위해 수량 항목의 정의역을 이진항목 형태의 빈발구간 항목으로 변환하는 보다 효율적인 방법을 제안한다. 그리고 연구목표를 달성하기 위해 3개 데이터를 사용하여 성능평가를 실시하여 제한된 방법이 기존의 방법보다 보다 많은 수의 세밀한 빈발구간 항목집합을 생성할 수 있으며 성능의 우수함을 높였다.

제안한 방법은 탐사 대상 데이터가 가지는 특성, 즉 데이터의 지역성을 고려하는 방법으로 최빈 수를 빈발구간 항목생성을 위하여 사용하였다. 최빈 수를 사용함으로써 얻는 결과는 보다 세밀한 빈발구간 항목생성을 수행한 결과 그래프와 같이 최빈수의 차수, 즉 생성순서에 따라 빈발구간 항목의 세밀도가 감소하는 특징이 있다. 이는 생성되는 빈발구간 항목생성을 사용하여 데이터가 가지고 있는 특성의 손실 정도가 다르다는 것이다. 즉 초기에 생성된 것이 나중에 생성된 것 보다 손실에 적은 특성을 가진다. 이 특성은 향후 연관규칙을 탐색할 때, 필요 한 규칙의 질(quality)의 정도에 따라 사용자가 빈발 구간 항목의 생성순서를 감안하여 활용유무를 결정할 수 있다. 다만, 양 측면에서의 사양은 최빈수가 지역성이 없는 영역에 존재하는 특이한 분포의 데이터일 경우는 초기에 생성된 빈발구간 항목이 아닌 연관규칙의 특성을 갖는 것이 밝혀져야 할 것이다.

향후의 연구 과제로는 앞에서 언급한 바와 같이 빈발구간 항목의 생성순서를 연관규칙의 탐사에 효과적으로 활용하는 방법에 대한 연구이다. doping과 세는 3장의 예에서 본 바와 같이 조사 당시에 분할된 수량항목의 경우에 대한 빈발구간 항목집합의 생성 방법에 대한 연구도 필요하다.
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