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Abstract This paper proposes the pipelined broadeast that broadcasts a message of size m in
O(m+n-1) time in an n-dimensional hypercube. It is based on the replication tree, which is derived [rom
the reachable sets. It greatly improves the performance compared to Ho-Kao's algorithm with the time
of O(m[n/log(n+1)1). The communication in the broadeast uses all-port wormhole router with message
replication capability. This paper includes the algorithm together with performance cornparisons to

previous schemes in practical implementation.

Key words : broadcast, wormhole routing, reachable zet, intermediate reception

1. Introduction

Message communication in parallel computers may
be either point-to-point, with one source and one
destination, or collective, with more than the two
participants. In parallel processing it is often
necessary to distnbute common data fast and
efficiently to multiple processors. In particular,

message broadcast is one of such fundamental
operations used in many scientific and engineering
applications. Collective communications thus need to
be properly designed according to their topology, router

type, and routing policy of the target machines.
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Most massively parallel computers available these
days use the wormhole routing[l] in which a
packet is divided into a number of flits (flow
control bits). A flit is a basic unit of transmission,
and it usually consists of a few bytes. The header
flit governs the route, and the remaining flits
follow it in a pipelined fashion(2,3]. Compared to
the previous store-and-forward switching method[1],
wormhole routing enables fast communication by
latency incurred

minimizing the communication

when a message passes through intermediate
processors (or nodes)[3].
control flit reception and

Wornmhole routers

transmission in a fast way. Each router is
connected to its local processor/memory by one or
more pairs of internal links. One link of each pair
is for input, the other for output. If each node
possesses exactly one pair of internal links, then it

has a one-port router. In one-port architecture the
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processor  must  transmit (receive) messages
sequentially to (from) its neighbors. In an  all-port
external link has a
links, thus the

processor can send to (receive from) the neighbors

system, however, every

corresponding  pair  of  internal
through all external links simultaneously [4].

To improve collective communication performance
two functions are added to the wormhole router:
message replication (later on the abbreviation MR
is used) and intermediate reception (IR){4]. MR is
a hardware feature that allows a router to replicate
incoming flits and send the copy to an output port
simultaneously. IR is a feature that allows router Lo
deliver an incoming flit to the processor while it
forwards the f{lit to its neighbor. IR is used lo
deliver a message efficiently to multiple inter
mediate nodes on its way to a specified destination
[5]. Based on
develops a fast method to broadcast messages in a

the enhanced routers this paper

hypercube computer.

The remainder of the paper is organized as
lollows. Section 2 presents the devised broadcast for
collective communication. Analysis and comparisons
are given in Sect. 3, and a conclusion is given in
Sect. 4.

2. Fast broadcast

A tbroadcast is a communication function to
distribute a common message to all nodes in a
parallel computer. Consider the broadcast in a
hypercube computer. A few known algorithms that
perform broadcast in hypercubes are one-port
spanning binomial-tree (SBET) algerithm[6], and Ho
and Kao's all-port broadcast algorithm (abbreviated
as HK-broadcast)(7]. They require O(mn) and O(m
[n/log(n+1)

message of size m in an n—dimensional hypercube

time, respectively, to broadcast a
which consists of N=2" nodes. Their times are
products where one of the multipliers is a function
of m. While only a single port does message
transmission/reception at a time in a one-port router,
messages arrive/depart simultaneously through all of
its ports concurrently in all-port architecture. In
HK-broadcast each node

sends out received

message to neighbor nodes at a time ofter it
finishes the reception of the whole message. In the
pipelined broadcast, however, each node does not
wait for the complete message arrival. [t instead
transmits the message flit (partial message) to ils
neighbors as soon as it arrives at the node.
HK-broadcast  is
wormhole-routed hypercubes. The algorithm uses
path  to

recursively divide the network into subcubes of

developed  for  all-port

the concept of a dimension-simple
nearly equal size. A path P = vy, v1,", v, in an =
—cube is called dimension-simple if there exists a
sequence i, %, 2, of distinet cube dimensions
such that for all v, =1, v; is obtained from »,-; by
complementing the bit at dimension 7. The path P
15 called ascending if i < 4 < - { i For
example, an ascending dimension-simple path from
node 0000000 in a 7-cube is
(000000 — 0000001 — 0000011 — 0000111

— 0001111 — 0011111 — 0111111 — 1111111

In an all-port wormhole~routed hypercube in
which dimension-ordered routing is performed hy
resolving addresses from top to bottom, one node
can send a message to all nodes along such a path
simultaneously (some staggering may occur due to
message start-up latency). In this manner, an =
—cube can be partitioned into »+1 subcubes such
that each subcube contains one node on the
dimension-simple path. Fig. 1 depicts the operation
of the HK-broadcast algorithm in a 7-cube.

The pipelined broadcast in a hypercube is based
on the replication tree, which is derived from the
reachable sets[8] as explained below. Let S be a
source (origin) node of a Tbroadcast in an
n-dimensional hypercube (or n-cube). The binary
representation of S is  (§n-154-2"Sy), Where
5:=1{0,1} for all %=0,1,-,n—1. A subcube of
n-cube is a hypercube with smaller dimensions,
which consists of all nodes with the same prefix in
their binary index. The reachable set of S with
respect to the dimension d, denoted by RJ(S),

i={0,1,-,n}, is the subcube (5,-15,—9 ~ 518,

xi_1xy) where xp represents don't care, Rp(S) is
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Fig. 1 Ho-Kao broadcast algorithm as executed on an all-port 7-cube:
(a) overall algorithm and (b) two-step hbroadcast in a 4-cube.
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Fig. 2 Reachable sets of S(0000) in a 4-dimensional
hypercube

S itself. R™S) represents all reachable sets of
node S, ie. RS = {Ri(S), RS, -, RS A

leader node of RI(S) is (s,,_.l-w5,11"5—55,-_1---50),

and 1t 15 an immediate neighbor of & along
dimension 4, Leader nodes of R™S) are n
neighbor nodes of S. Reachable sets &XS),

i={0,1,-,n}, for any given source 5, are disjoint

one another, and the union of all reachable sets is
the n—cube For an illustration, Fig. 2 shows all the
reachable sets R)(0000), for ¢={0,1,2,3,4} with
S=0000 in a four-dimensional hypercube. F{0000)
18 the source node 0000 itsell. 1000, 0100, 0010, and
0001 arc of  RI0000),  R4(000D),
R{(0000), and R{(0000), respectively.

A replication tree for the pipelined broadcast is

leader nodes

constructed from the reachable sets. The root of the
tree at level 0 is the source(S) of the broadcast.
Children of & at level 1 are all leader nodes of the
reachable sets RY(S),

reachable set is also a hypercube (or a subcube of an

i=0,1,--,n—1. Since each

r~cube), new reachable sets (called sub-reachable
sets) and the corresponding leaders can be obtained.
For example, let 5, | be the new souwrce of the
subcube R~ ,(8). Then, R{7'(S -0, RFHS .1,

=1

w RIDUE ,—) are new reachable sets, and n-1
leaders are those who have the same binary index as

S .-y except one bit. (In the subcube of RE(0000),
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5'3=1000, and leaders are 1001, 1010, and 1100.) The
nodes at level 2 of the tree are leaders of the current
reachable sets. This process of computing nodes at
deeper levels continues recursively until a complete
replication tree is built (refer to Fig. 3). Fig. 4 shows
a replication tree for a 4-cube with the source
5:-0000,

level 0

level 1

level 2

na(Sn O leader node

A reachable sct

N .
L CH)

R n.1(S)

Fig. 3 Conceptual diagram of building a replication

free

Fig. 4 Replication tree [or a 4-cube with 5=0000

Suppose there is an m-flit message, enclosed by a
header and a rail flits. The tail is an end -of-

message flit. In pipelined broadcast, the header
consists of a pair of data (tvpe, address). The type
is either R(regular) or B(broadcast). If it is R, it is
for a regular point-to-point wormhole routing, and
the router sends incoming flit to one of its
neighbors toward the destination address. Type B is
for broadcast, for which the address is the index of
the root of replication tree, and the all-port router in

the current node replicates each incoming flit and

F FGojzZzgl HEEAAE 13

gives oul simultarieously to each of its children. The
pipelined broadcast progresses in a sequence given
by the replication tree. The order of message
propagation relies on the levels as marked on the
edges of the replication tree in Fig. 4. The broadcast
starts at the root by sending a message ilit to all its
neighbor nodes at a time using the all-port router.
Flits flow out one by one from the root. All non-leal
nodes that receive flits immediately copy and pass
They

instead of wailting for the remainder of the message.

them to their descendents. send out flits
All children of a parent receive the same flit at a
time. The process continues until they pass the last
flit, i.e. the tail flit. This is why the scheme is called
pipelined broadcast.

It is important to find the execution time for the
broadcast. Let’s call the farthest node from the root
the terminal node (For example, in Fig. 4, given
50000, 1111 is the terminal node.). The broadcast
ends when the terminal node receives the tail (lit.
Assume that there is no delay in replication of flits
in the router. It needs n units of time for the
header to arrive at the terminal node. After the
header on, one flit arrives per unit time, thus, it
takes another m-1 units until it receives the tail
flitt By summing them up the broadcast requires
O(ntm-1) units of time. This reduces the time
of HEK-
algorithm, For a long message the required time

enormously from  Olm [ #n/log(n+1)1)
becomes O(m), independent of the size of the
hypercube, since #ni¥n.

A formal description of the broadcast is given in
Fig. 5 in semi-programming language. Algorithm A
gives the procedure executed at the source node.
This algorithm uses the function send(dest, source,
data),
from the source node (or the toot node) to dest

which represents a message transmission

node. forall is a construct that executes the next
statement simultaneously for all indices. Algorithm
B is executed at each destination node, where
last_one(S) returns the position index of the
rightmost 1 in an n-bit address. Here bits are
numbered from right to left. For example, last_

one(1011000) returns 3. replicate&forward(dest,
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Algorithm A! Broadcast at source node

Input: Message data and source index S.
Qutput: Send data o 1 outgoing ports with & format

(destination, source, daw). data arc sent in flits,
Procedure:

begin

forall i = 0 to n-1
send( SEB2° , & datw)
end

Algorithm B: Broadeast at destination nodes
Input: Incoming message (7, 5, data), where
T is the cuorrent node addvess ( £,-yf1 %)

S is the source of the broadcast (5 ,—1°+-515)
Qutput: When a meseage flit arrives. unul the tail comes in,

replicate-snd-forward the (it data to nutput ports.
Procedure:

begin

if ( (P +D
forall { 0<7<last_onel SOT-1}
replicate&forward( TED2, S, date) to Port,
end

Fig. 5 Pipelined broadcast algorithm

source, data) 1s a function that receives, replicates,
and sends data to dest.

We may also think that a straightforward broad-
casting is possible using IR by sending a message
along a Ilamiltonian path, from the source node to
the end node of the path, in OGn) time. The delay
incwrred in IR is assumed zero in this case. In
practice, if we consider any amount of the delay per
node (ever if it is a constant time), it would he
2" +m—1)

pipelined broadcast,

in an n-dimensional hypercube. In
links occupied during one
broadcast can not be used by others until it
completes. To avoid a possible deadlock when
several nodes attempt to broadcast at the same time,
the broadcast should be performed one by one using
synchronization among nodes. The synchronization
overhead of O(logn) is negligible in most cases.

3. Implementation consideration

The time complexity of the pipelined broadcast
obtained above assumed zero-time flit replication
and no message-communication overhead. Practically,
they may not be ignored. Below the performance
reflecting their effect is evaluated and compared to
the previous results.

The latency of point-to-point message transmission

Azg 2 o]l A 29 9 A 1 5(20022)

of m-bytes with distance d was modeled as
T,+dL/B+m/B, where T, is the startup time, L,
is the length of each flit, and B is the bandwidth of
the link[9]. The total time [or HK-algorithm in an
n-dimensional hypercube is reported as

Tm(m, md=a, T+ BuTet ruT. 1
where 7T,=L4JB is the cost to transmit a header
flit, T,=I1/B that for a nonheader [lit, and
@y, Bar 7y are derived recursively as follows[10]:

Un = 72=1% o igmert> #25
18,,=7’1""Bn— | tagg+11 nx3
ay=1, a;=r=12, 2=i<4
Bi=1. B:=12, §3=4, £,=5

The execution of pipelined broadcast is estimated
by reflecting the accumulated replication cost from
the root to the terminal node where 7. is the cost
of unit replication:

T sise_igead e ) = T+ 0T+ mTotuT, (2)
For the simple comparison purpose, let's assume
that L,=1 and T,=7,. Then T .=T,=7T; and the

Equation 2 becomes

Tplpe_pmcnm)( m,n)= Ts -+ mTf-‘- Zan (3)
50 }
‘e |
= i
[
FEEL P — Ideal
£ - — Practical
—HK
a0} —
8
&
10
0o U
3 4 5 [ 7 8 s 1
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(a) 4-byte message
800 0 C -
700 0 1
Gog o i
_E_ 500 0 — deal '
2 ——Practical
Z 4000 - —HK
‘g 300 0
&
w00 | oee—

100 0

Do
Dimansion of the cube (n)
(b) 64-Kbyle message

Fig. 6 Broadcast times on Cray T3E with respect to
the machine size( ¢t,= lusec, #=0.0029usec)
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Execution times computed by Equations 1, 2, and
3 are plotted in Fig. 6, for the messages of 4 bytes
and 64K hytes, which represent small and large
messages, respectively. We adopt the parameters of
T/=0.0029 usec

[11]. Notice that the scales of y~-axis are different.

Cray T3E, which are 7T,=1gzsec,

As shown in Fig. 6, the time by the pipelined
broadcast is quite smaller even with the replicalion
cost, and almost independent of the size of the
hypercube. Other parameter values such as Intel

Paragon, IBM SP2, NCUBE-Z, and Intel Delta
produce similar results to those of Cray T3E.

4. Concluding Remarks

We have presented a fast broadcast scheme

all-port  wormbhole routers with  the

intermediate message reception and the message

using

replication. The speed enhancement in our

broadcast is due to pipelining of message
transmission to the farthest node while intermediate
nodes both accept and relay. In the pipelined
broadcast, once the header reaches a destination,
arrives

the remaining part of the message

successively in a pipelined manner. The message
traveling the longest path spends the greatest time
of O(n+m—1)

message size.

In an #n-cube where m is the

The bruadcast time is linear, no
more a product of » and » We believe many

other collective communications can also be

improved using the same idea.
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