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ABSTRACT

Recently, Szmidt and Kacprzyk[Fuzzy Sets and Systems 118(2001) 467-477] proposed a non-probabilistic-type entropy
measure for intuitionistic fuzzy sets. It is a result of a geometric interpretation of intuitionistic fuzzy sets and uses a
ratio of distances between them. They showed that the proposed measure can be defined in terms of the ratio of
intuitionistic fuzzy cardinalities: of F| MF¢ and FUJF¢, while applying the Hamming distances. In this note, while
applying the Euclidean distances, it is also shown that the proposed measure can be defined in terms of the ratio of
some function of intuitionistic fuzzy cardinalities: of F(\F° and FUJF° .
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1. Introduction as [17]
) ) A ={Kx, 1 4 (x)>xe X}, N
There have been several typical methods being used
to  measure the fuzziness(entropy) of fuzzy where pa :x—[0,1] is the membership function of
sets[Zadeh[18], Shannon entropy[7], De Luca and  A%u ,(x) <[0,1] is the degree of membership of xeX
Termini[12], Pedrycz[13], Kaufmann[8], Yager[16], ; 4
Kosko[9-11], Burillo and Bustincel61], since Zadeh in
1965 first mentioned about it. Definition 2. An intuitionistic fuzzy set A in X is
Recently, Szmidt and Kacprzyk[14] proposed a given by (1-5]
measure of fuzziness for intuitionistic fuzzy sets

. A = {<{x, x), valx) |xe X}, 2
introduced by Atanassov[1-5]. The measure of entropy (6% s 4la), va(2)7 ) @
is a result of a geometric interpretation of intuitionistic  where
fuzzy sets and uses a ratio of distances between them.

¢4 X—[0,1] va:X—{0,1]

They showed that the proposed measure can be defined
in terms of the ratio of intuitionistic fuzzy cardinalities:  ith the condition
of F(\Fand FWUF°, while applying the Hamming
distances.

In this note, while applying the Euclidean distances, it  The numbers w4(2), va(0)e[0,1] denote the degree of
is also shown that the proposed measure can be defined
in terms of the ratio of some function of intuitionistic

fuzzy cardinalities: of F( )F°and FUF° .

0<ps(x)+va(x)<1l VzxeX.

membership and non-membership of x to A,
respectively.
For each intuitionistic fuzzy set in X, we will call

Ta(x)=1—pa(x) —va(x), (3)

2. Definitions the intuitionistic index of x in A. It is a hesitancy

) . . . . degree of x to A [1-5}.
In this section, we briefly review related definitions.

Definition 3. Let A be an intuitionistic fuzzy set in X
and £[0,1]—-[0,1] be a function. We define the
] following two cardinalities of a function of an
H=eAR o 20023 5 2¢ intuitionistic fuzzy set:

2AZ A - 20024 11E€ 8y - the least (sure”) cardinality of A is equal to the
2 ¢7Fe 20028dEs fF7IEEoetn ured Fa]o| so—called sigma-count (cf. [19, 20}), and is called here
ols X|YeAELCh

= AA -

Definition 1. A fuzzy set A" in X= {x} may be given
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the minZCount(min-sigma-count):
min SCount( K A)) = Zlf(ﬂ,q (x)) 4)

- the biggest cardinality of KA), which is possible due
to 74, is called the max XCount(max-sigma-count), and

is equal to
max SCount( {A)) )
= 2 (A ale) + Aralx)))
and, clearly, for A° we have
min ZCount( {A°)) = ZlﬂVA (%)) )
= R ale) + Araz)))

Then the cardinality of a function of an intuitionistic
fuzzy set is defined as the interval

card AA)=[minZCount{ A A)), max ZCount( A A))]. (8)

Remark. In the above formulas (4)-(8), for i=0, we
will use later, for simplicity, the following symbols:

min Couni L A)) instead of min ZCount( A A)),
max Count( {A)), instead of max YCount( { A)),
min Count{ A A°))  instead of min ZCount( L A°)),

max Count{ {A°)), instead of maxZCoun AA°)).

As it was shown in [15], distances between intuitionistic
fuzzy set should be calculated taking into account three
parameters describing an intuitionistic fuzzy set.

The most popular distances between intuitionistic fuzzy
sets A, Bin X={x,x,,,x,} are [15]:

+ The Hamming distance :

dis(A, B = 2(laea () — sl ©
+lyvalx) — vl +malx) — m(x D).
- The Euclidean distance :
ers(A, B)
= ( (1 (x) = sz’

1
+(va (x,) - VB(xi))z + (ﬂ'A(xi) - ”B(xi))z) 2 .

(10)

3. Entropy

An intuitionistic fuzzy set is represented by the triangle
ABD and its interior(Fig. 1). All points which are above
the segment AB have a hesitancy margin greater than
0. The most undefined is point D. As the hesitancy
margin for D is equal to 1, we cannot tell if this point
belongs or does not belong to the set. The distance from

584

D(0,0,1)

A(1,0,0) G B(0,1,0)

Fig. 1 The triangle ABD explaining a ratio-based
measure of fuzziness.

D to A (full belonging) is equal to the distance to B
(full non-belonging). So, the degree of fuzziness for D is
equal to 100%. But the same situation occurs for all
points x; on the segment DG. For DG we have

tpelx) = vpe(x), 7p(x)20 (equality only for point G
), and certainly

£p6(x) + vpelx) + mpe(x) = 1.
For every x;€DG we have:

distance( A, x;) =distance( B, x;):

This geometric representation of an intuitionistic fuzzy
set motivates a ratio-based measure of fuzziness (a
similar approach was proposed in [11] to calculate the
entropy of fuzzy sets):

B(F)=4, ()

where a is a distance(F, F ,.,) from F to the nearer
point Fon among A andB, and b is the
distance(F,F,) from F to the farther point F g
among A and B.

An interpretation of entropy (11) can be as follows. This
entropy measures the whole missing information which
may be necessary to have no doubts when classifying
the point F to the area of consideration, i.e. to say that
F fully belongs (point A) or fully does not belong to
our set (point B).

Formula (11) describes the degree of fuzziness for a
single point belonging to an intuitionistic fuzzy set.

For » points belonging to an intuitionistic fuzzy set we
have

_1
E=L 3 E(F). (12)

Applying the Hamming distance in Eq. (11), Szmidt and
Kacprzyk[14] showed that the entropy of intuitionistic
fuzzy sets is the ration of the biggest cardinalities
( max ZCounts) involving only F and F°.

Theorem 1. [14] A generalized entropy measure of an
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intuitionistic fuzzy set F of # elements is

max Count( Fi{ \F¢)
max Coun FAJFS) |’

=21 ( (13)

n =
where [1-5]

F{F{=<min (g5, #%F), max (vg,, v5)>,
FAJF{=C(max (g, £%), min (vg,, v5)>.

Applying the Euclidean distance in Eq. (10), we will
have the following result.

Theorem 2. A generalized entropy measure of an
intuitionistic fuzzy set F of #» elements is

BR=1 3

1
(max Count( F:{ \F$))?+ max Count( F2( X(F%)?) 2
( (max Count FAJF9))?+ max Count( FA\JF?) | *

(14)
where
RE)NAFY) S
=< min (f(¢r), KuF)), max (f(vr), A¥F))>,
RF)UAFY) ‘ N
={max (Rpp), uF)), min(Avp), AvG))>.
D(0,0,1) D(0,0,1)
A(1,00) B(0,1,0) A(1,0,0) B(0,1,0)

(a) (b)

Fig. 2 (a) A case when point A is the nearest
non-fuzzy neighbor, point B is the farthest
non—fuzzy neighbor of F. (b) A case when
point B is the nearest non-fuzzy neighbor,
point A is the farthest non-fuzzy neighbor
of F.

Proof. Let

+ F - a point having coordinates < g g, ve, Tp>.

+ F°="F, a point having coordinates

</1fr-‘, V;‘, 7T§7>=< HE, VF, 71'}:).

- F - the nearest non-fuzzy neighbor of F(ie. point A
for Fig. 2a, or point B for Fig. 2b),

- F - the farthest non-fuzzy neighbor of F(.e. point
B for Fig. 2a, or point A for Fig. 2b).

Due to Eq. (11), we have

BR)=2 = 4 ws(F, ) (15)

" dy(F, F)

and for the situation in Fig.2a we have [using the
Euclidean distance (10)]

(1- ﬂF)2+ (0— VF)2+(0_ ”F)Z
O— )+ —v)?+0—np?"

E(F)= (16)
Having in mind that gr+ve+ =1, from Eq. (16) we
obtain

1
(A—p)’+ i+ 2%\ °
#%’+(1_VF)2+7T%‘)

EF) =(

1
=( (vrt )+ Vet b ) ? an

(#F+ ”F)2+ﬂ%‘+ 71%‘

1
_ ( (max Count( F9))? + max Count( (F*)?) ) ’
(max Coun F))? + max Count( F?)
For multiple elements F; (i=1,--,n) whose point A is
their nearest fuzzy neighbor, Eq. (17) becomes owing to
Eqgs. (4), (6), and (12)
1
(I/F..'i‘ 7TF,,)2+ UF’Z+ 7[1:',2
(#F,+7TF,)2+ /lF,.z'f‘ 71'F,-2

n =

-+ &

-

(max Count( F<))? + max Count( (F$)?) \ °
(max Count(F;))* + max Count( F?) )

(18)
For the situation in Fig. 2b we have
1
[ 0=pp?+ A=y +(0=10" ) °
E(F)_( (1—/1F)2+(0—UF)2+(0_7[F)2) , (19)

ie. by following the previous line of reasoning, we
obtain

1
et (1—vp)i+rk
(1—up)?+ vt 7

E(F) = ( (20)

pop—

— (ﬂF+ 751-“)2‘*‘/1%«"" 71'%«‘
(vp+ 7))+ Vet %

Therefore, for multiple elements F; (i=1,--,n), we

have

D=

(up 4 np)’+ ppl+ apt
(VF,+7TF,)2+ I/Fl.z‘}’ 7[1:*{2

1
2

(max Count( F))+ max Count( (F%)?)
@n

- &

In Egs. (18) and (21) the numerator and the denominator
are changed. If we take into account our assumptions,
i.e. the fact that for a point F we have:

- in Fig. 2a : pa(x)> va(x),

 in Fig. 2b : ps(x)<va(x),

(certainly, for (%)= vi(x)=E=1), so for the situation

(max Count(F;))*+ max Count( F2) )

585
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in Fig. 2a we have

max Count F{ \F°) = max Count( F°), (22)
max Count{ F\JF°) = max Count( F), 23)
and hence
max Count( F*( X F©)?) = max Coun (F°)?), (24)
max Counf F2\J(F9)?) = max Count( F?). (25)

A similar consideration for the situation in Fig. 2b gives

max Count( F( VF©) = max Couni( F), (26)
max Counf{ F\JF®) = max Count( F¢), 27
max Count{ F2((F°)%) = max Count( F?), (28)
max Count( FE\J(F°)?) = max Count( (F°)?). (29)
Formula (24)-(29) lead to formulas (18) and (21) as
BR=1 % .
. N
(max Count FAF)? + max Countl FA(XF9)?) \ °
( (max Count( FAJF9)? + max Count{ FRU(FS)?) ) ’
(30)

We next consider the same examples as in [14] and
compare the result.

Example 1. Let us calculate the entropy for an element
F, with the coordinates

/3 1 1
Fi=(7.512) (31)
Thus,
l
aary =(a-H o0 L)
i
12
1 J’_
a.r =(0-DHira-Hro-1?)
Nk
12
and
_ dAF) _ 1
E(Fl)__——d(B,Fll) ——m. 32)

We can obtain the same result using formula (30) and
having in mind that

¢ 3 1
Fi=(§. 5.5 )

FOF=(E, %, 45 >=Ff, and

586

FOFD? = (L),

1

max Count( Fy [ YF9) = % + 12

’

—_
M‘w

max Count( F( \(F§)?) —( )2+( )2

FUF=3, L d=F,

BN = ()% )% (55,

maxCount(FlLJFf):%—f-

[ [
[\D‘O

1
12
max Count( F2U(F)?) = (%)2+(11—2)2=%, (33)
so that

E(F1)=

(max Count( F,(YF)?+ max Count( Fi[ W F?)
( (max Count( F;\JF$))*+ max Count(F:\ J(F)?)

L
2

1
[(12)2 144 2 |
N PN VAT (30
82 Vi3’
( )2+144

i.e. the same value as from Eq. (32).
Let us consider another element F, with the coordinates

/1 41
F=(3.0.7)-
from Eq. (11) we have
_ dAFy)
E(FZ) - d(B, F:Z)

1
1=42+ -0+ 05
0=+ +A-0*+(0-3)?

1
T3

or having in mind that F§=<O,%,%>, we obtain
FzﬂF2-<0 > F3,
FZUF§=<%,0,l>=Fz,
FNFD? =<0, (% 3,
FUFD?=(3)%,0,(3)5,
and

E(Fy)=

(max Count(F3(F$)? + max Count( Fa[ (F5?)
(max Count( Fo\JF$))? + max Count FA\U(F5?)

1
2
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1

($)++
— -2 4 1
-—[ 12+%_ =73 (36)

ie. the same value as from Eq. (35)

For another point F; with the coordinates

F3=<%%%> we obtain due to Eq. (11)
d(A, F3)

E(FB) = d(B, Fy)

1
1y 1 0-1y2)°
0—§)z+(1—z)2+(0~z)2

, 3D

(
3

o

or taking into account that F§=<%,%,i—>,

FOFD =C(PL G D,
F2 YATERYVIE RYID BV
3U(F3) <(2);(4),(2)>7

we obtain from Eq. (30)
E(Fg) = N
( (max Count( F3( \F$)? + max Count( F3( F$)?) ) :

(max Count( F3\JF%))? + max Count( Fx\ J(F%)?)

1
2

/3, @

=[ Gy
3o (Ll
&)+ (Gt

ie. the same value as from Eq. (37).

From Eq. (12) we can calculate the entropy of an
intuitionistic fuzzy set ZSX={F,, Fy, F3)}.
Taking into account Egs. (32), (36) and (37) we have

B(Z) =% (E(Fy)+ E(Fy)+ E(Fy),
| 1 3
=3(F5 75+ $)=0.50

Comparing values of the entropy for elements and
intuitionistic fuzzy set, while applying the Hamming
distance in [14], we see that most values are close and
the order of norm of entropy for elements are same.

Table 2. entropy for elements and intuitionistic fuzzy set

F1= F2= F3= l
(3.4 (Lol (11 w B
4°6°1 2772 24 =E2)
Using
Hamming | 55 ) 2 0.49
Distance
Using 1 1 3
Euclidean 7— \/t 0.50
Distance 13 7-37 7

4. Conclusion

We have shown that the entropy measure proposed by
Szmidt and Kacprzyk [Fuzzy Sets and Systems 118
{2001) 467-477 1 can be also defined in terms of the
ration of some function of intuitionistic fuzzy cardinality
of FF® and FUF¢, while applying the Euclidean
distance as well as the hamming distance. Same example
in [14] is treated to compare values of the entropy for
elements and intuitionistic fuzzy set.
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