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ABSTRACT

In the resent years, the term mobile agent is probably one of the most overused words in many
appliable areas of distributed open systems as electronic commerce and electronic data interchange, and it
has very different meanings in the area of artificial intelligence, network management, or distributed
systems. However, the use of mobile agent adds significant problems, primarily in the area of EC/EDL
Therefore it is very important to control the roaming agents to keep one’s privacy or property in
distributed open networks. The surge in secure intranets for commercial applications provides a robust,
secure environment to which trading partners can increasingly entrust their interactions to some mobile
agents. In this paper, we introduce a mechanism to protect mobile agent itself from the malicious server
he is visiting and also we introduce a mechanism to protect vital resources of the open systems as internet
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I . Introduction

As the use of internet has grown rapidly, the
advances of the computer networking are extending
the vision of on-line control beyond the walls of the
single plant or even the individual firm. Electronic
Data Interchange(EDI) is making many firms more
comfortable with on-line interactions that cross
company boundaries. The use of web browsers as a
Common Gateway Interface(CGI) for a wide range
of applications, and the ability of Java to support
distributed
platforms, provide a common computational platform

common programs across multiple
that can span a wide geographic rangem. Adding
the mobile agents into the EC/EDI makes innovative
approach to structure distributed applicationsm.
Also, the use of mobile agent requires that each
cooperating host in the distributed system should
provide a facility for executing them.

In open distributed systems, such as the internet,
it is unwise to assume that all agents are benign,
and thus a certain amount of effort must be spent to
ensure that sensitive resources are protected from
unauthorized access. This can be accomplished by
using a system of capabilities and by predicating
resource access on possession of the appropriate
capability. It is unreasonable, however, to expect
that every use of every resource in a network be
thus verified dynamically; such a requirement surely

would degrade performance unacceptably. Thus it is

attractive to develop some mechanisms that
guarantee controlled access to host resources.
For introducing a mobile agent security

mechanism, we first study about the structure of
mobile agent and security considerations of the
mobile agents recently developed and released. After
surveying the security abilities of mobile agents, the
appropriate security mechanism is introduced for
giving the incoming agents a trusted execution
environment of the system resource access. It
environmental facilities to the

requires  some
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incoming agents. Then we explain the mechanisms
to protect mobile agents from malicious agent
server, and protect agent servers from malicious
mobile agents. Finally, the contributions of our work
and further works are mentioned in the last section
of this paper.

. Mobile agent execution

The basic task of any mobile agent system is the
actual execution of mobile agents. This means that
the code of a mobile agent has to be executed in the
context of the data and facilities available at an
agent server, which were the original reason for the
migration of the mobile agent to this agent server.
Figure 1 shows a mobile agent system in general.
The execution of an agent’s code is accomplished in
an execution environment that is provided from the
agent server. The execution environment is an
integral part of the agent server and is also
responsible for the provision of a standardized
runtime library with a well defined API(Application
Programmers Interface)[5]. This runtime library
implements the interface between the mobile agents
and the other services offered by the agent server.
It also allows to reduce the size of mohile agents
since they do not need to carry the code which they
can be confident to find on the agent server.

The primary identifying characteristic of mobile
agents is their ability to autonomously migrate from
host to host. An agent can request its host server to
transport it to some remote destination. The agent
server must then deactivate the agent, capture its
state, and transmit it to the server at the remote
host. The destination server must restore the agent
state and reactivate it at the remote host, thus

completing the migration.
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Fig. 1 A mobile agent system
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The agent code can then direct the control flow
appropriately when the state is restored at the
destination. However, this only captures execution
state at a function-level, in contrast to the machine
instruction-level state provided by the thread
context.

Another issue in implementing agent mobility is
the transfer of agent code. One possibility is for the
agent to carry all its code as it migrates. This
allows the agent to run on any server which can
execute the code. Some systems do not transfer any
code at all, and require that the agent’s code be

pre-installed on the destination server. This is

advantageous from a security perspective, since no
foreign code is allowed to execute. However, it
suffers from poor flexibility and limits its use to
closed, local networks. During the agent’s execution,
if it needs to use some code that is not already
installed on its current server, the server can
contact the code base and download the required
code. This s
code-on-demand. The table 1 shows Agent mobility

sometimes referred to as

supported by some mobile agent systems.

. Design of Protection mechanism for
mobile agent system

The security problems in mobile agent systems
are due to the fact that the various principals in a
mobile agent system who are the operators or
owners of the different components and who lend
their authority to these components, can not be
assumed to trust each other™. Security in a mobile
agent system is concerned with the protection of the
two primary components that we have identified:
the mobile agent and the agent server. The mobile
agent has to be protected from tampering and from
disclosure while it is in transit, but it should also be
protected when it is executing on an agent server.
The agent server in turn must be protected from

malicious or simply buggy mobile agentsm‘

3.1 Protection of the mobile agent
Protecting the mobile agent while traveling over
an untrusted network, when it is marshaled into its
transport format, amounts to the well known
problems of confidentiality and integrity protection

6]

of messages”. Due to the special structure of

mobile agents, the differentiation between the
changeable and the unchangeable parts of an agent
is exist, which can be independently protected.
Provided that the mechanisms used for integrity

protection support origin authentication, for instance
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by using appropriate public-key signatures, the
unchangeable part can be signed by the agent owner
to assert that it has not been tampered with while
in transit. Also, the unchangeable parts of a publicly
available agent may not have to be confidentiality
protected, unless the user wants to hide the fact
that he is using this mobile agent. The changeable
part of a mobile agent can be integrity and
protected with the help of
well-known cryptographic mechanisms. If additional
accountability is required, the intermediate states of
the mobile agent can be signed by the agent
executors and gathered in the mobile agent. The
two parts should be tied together with appropriate
cryptographic mechanisms to prevent an attacker

confidentiality

from arbitrarily composing these pansm.

The problem of protecting a mobile agent when it
1s executing on an agent server consists of
protecting it from other agents on the same agent
server and from the agent server itself, which may
be operated by a malicious agent executor. The
former problem is a well-known problem from
operating systems that has to be addressed in the
resource management. The agent execution service
can rely on memory protection and access control
mechanisms to prevent local agents or other entities
from accessing or tampering with the code or state
of a mobile agentm. The latter problem, which is
concerned with preventing undesired access to or
manipulation of the mobile agent’s state or code by
the agent server, can be solved by assigning all the
separated

in the
memory. All of the base and bounds are assigned in

statements of an agent in logically

registry as base and bounds registers

a different access entries as "R: read only” and "X:
execute only”. All of the access request from the
agent server or even the other agent must be
followed by the restrictions of the access entry. If
any violations occurred during the agent execution,
it will be reported to the host and stop execution.
Then the agent will migrate to the next itineraries.
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Fig. 2 Logical assignment of a mobile agent

Logical separation [Contents of an agent|
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This mechanism is designed to protect mobile
agent’s data from destroying, manipulating, or
disclosing it. A simple diagram of base and bounds
registry protection is shown in the fig 2.

When an agent executes on a host’s agent server,
it is in effect completely exposed to that host. The
act of migrating to a server implies a certain level
of trust in that server and its host. If the server
happens to be malicious, it can affect the agent in
many different ways: @D It can simply destroy the
agent and thus impede the functioning of its parent
application. @ It can steal useful information stored
in the agent, such as intermediate results gathered
by the agent during its travels. @ It can modify the
data carried by the agent, for example changing the
price quoted by a competitor in a shopping mall, to
fool the parent application into favouring the
malicious server. @ It can attempt to change the
agent’s code and have it perform malicious actions
when it returns to its home site. This is especially
dangerous, since the home site could believe its own
agents as trusted entities, and possibly allow them
to bypass access controls to its own resources.

An agent server must of necessity have access to
the agent’s code and state in order to execute it.
Parts of state in fact must usually change, in order
to store the results of computations or quenes. Thus
it is not possible to provide a general guarantee that
the agent will not be maliciously modified. However,
the parent application must have some mechanism
for detecting such modifications. If it determines
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that the agent has been ‘‘attacked’’, it can take
appropriate measures, such as executing it in a
restricted environment or even discarding it
altogether. When an agent is dispatched, it has an
initial itinerary of hosts to visit. Different parts of
the agent may be intended for different hosts, and
some parts may need to be kept secret until the
agent arrives at the intended host[12]. This allows
the application to ensure that the agent followed the
intended itinerary.

One of the toughest challenges in our agent
security mechanism is the protection of agent code
and state from malicious servers they happen to
execute on. While no general- purpose solutions
seem feasible at this stage, we designed and
implemented a mechanism for protecting parts of the
agent state. Some moduies in the state can be made
read-only; others can be inserted into unmodifiable
containers. Parts of the state can be targeted
towards specific agent servers, such that other

servers cannot read or tamper with them,

3.2 Protection of the agent server

The remainder of this section is concerned with
the problem of protecting the agent server from
malicious mobile agents that try to circumvent the

protection mechanisms established by the agent
server. Another security mechanism is to protect the
facilities such as excessive and uncontrolled use of
cpy, memory, or communication bandwidth of an
agent server, which are the primary assets of the
In addition,
responsible to protect other mobile agents executing

agent executor{9]. they are also
on the same agent server from malicious agents.
This problem is very similar to the problem of
protecting a host from downloadable mobile code.
The introduction of mobile code in a network
raises several security issues. In a completely closed
it Is possible to trust all

installed on them™.

local area network,
machines and the software
Users may be willing to allow arbitrary agent
programs to execute on their machines, and their
agents to execute on arbitrary machines. However,
in an open network such as the Internet, it is
entirely possible that the agent and server belong to
different administrative domains. In such cases, they
will have much lower levels of mutual trust. Several
types of security problems may arise:

(1) Servers are exposed to the risk of system
penetration by malicious agents, which may leak
sensitive information. @ Sensitive data contained
within an agent dispatched by a user may be

Agent
T'ransfer
Module

........................................................ —
4. [Check 6. A¢cess
Penied R S();LII”CE Resqurce
Agent Security Policy | | Resource Access Resource
Template [~ .
Registry Protocol

Fig. 3 Trusted Execution Environment
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compromised, due to eavesdropping on insecure
networks, or if the agent executes on a malicious
server. & The agent’s code, control flow and
results could be altered by servers for malicious
purposes. @ Agents may mount “denial of service”
attacks on servers, whereby they destroy server
resources and prevent other agents from
progressing.

Therefore, as we proposed in this paper, the
mobile agent system must provide a strong security
mechanisms for protecting either agent itself or host
resources. These include privacy mechanisms to
data and code,

establish  the

communicating parties and authorization mecha-

protect  secret authentication

mechanisms  to identities  of
nisms to provide agents with controlled access to
server resources. Building on the secured resource
registry, a resource protection facility for servers
was designed. Based on the concept of proxy
interposition, this scheme allows servers to make
with

over their access

resources available to agents securely,

dynamic, fine-grained control
rights[8]. Metering and accounting mechanisms can
also be built in so as to allow servers to charge
agents for the resources they use. The next section
of this paper describes this resource access

mechanism.

3.2.1 Build a trusted execution environment

The allocation of these resources must be guided
by some policy of the agent server, which identifies
what kind of and how many resources should be
made available to a mobile agent.

Once certain resources have been allocated to an
agent, confining the agent to these resources is a
very important issue. Most of the mechanisms
required for this purpose are well-known operating
system mechanisms. The CPU can be protected
from monopolization or excessive use through a
clock interrupt, which limits the amount of time an
agent can execute. The creation of new threads can

376

be regulated via a limitation on memory usage and
on the number of CPU cycles consumed by all the
threads that belong to a certain agent. The access
to memory can be protected with base and bounds
registers or paging mechanisms'”.

very important in the context of security and allows

This issue is

us to protect the agent server from possibly
malicious mobile agents and mobile agents from one
another. We assume that any access to resources
other than the CPU and memory will be mediated
through functions in the runtime library offered by
the TEE(Trusted Execution Environment) which
includes the allocation of new memory. It is
therefore the task of the execution environment to
implement generic access control mechanisms for
other resources and to enforce the access control
policy defined for the agent server.

Whenever the agent calls a potentially dangerous
operation, the Trusted Execution Environment acts
as a monitor and screens the request based on its
security policy. If it is allowed to proceed, it calls
the trusted environment which provides the actual
access to the resource. The resource provider, then
retains complete control over the security policy,
and can customize the policy for each resource type
by using trusted execution environments as proxies.
The proxy objects can be tailored to specific agents
and dynamically generated as required(see figure 4).
Once a safe proxy is made available to an agent,
access control checks only require a minimal amount
of computation since the security policy need not be
consulted. Security policy checks are performed only
once at the time of issuing a capabilitym. Resource
access only submitted
capability for tampering. If the security policy
changes, however, a previously issued capability
may need to be cancelled.

involves checking the

V. Conclusion

The specific research challenges related to
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security that this paper addresses include the
protection of host resources from malicious agents
and the protection of agents from tampering by
other agents or their hosts. Our contributions in
addressing these challenges are detailed in the
trusted execution environment that we designed and
implemented. A mobile agent server must support
the secure execution and migration of mobile agents.
It should also provide a mechanism for agents to
hind themselves to their host environment, and be
able to access the resources available at the server.
Access control and authentication are necessary so
that the system can ensure that resources are not
misused. Secure interfaces for application control
over remote agents must also be provided. The
trusted execution environment is designed to
address these requirements. The trusted execution
environment provide secure resource registry in
which they
agents from tampering with other agents. Resources

isolate agents, preventing malicious

are made available to specific secured domains in a
controlled manner. All entities in the system are
assigned global, location-independent names, and a
name service is provided for translating entity
names into their current locations. Agents are
assigned credentials which identify them along with

their ownership information.
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