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I . Introduction

In the development of a deployable real-time
information tool, it is essential for analytical DTA
models to react with time varying traffic demand and
network condition. However, the basic assumption
for the analytical type of DTA models, mostly
proposed in previous research, is that demand
and network conditions are assumed to be known
and unchanging during the whole planning time
(Carey, 1992; Friesz, et al, 1989: Janson, 1991:
Ran and Boyce, 1996). These types of DTA models
may be of use for evaluating different strategies of
off-line systems. or on-line systems on the condition
that the time dependent demands and network
conditions for the entire time horizon are constant
for real-time traffic systems. However, the DTA
models need to operationally reflect real-time
variations in both OD demands and/or traffic condi-
tions. These real-time variations can be modeled
by introducing the rolling horizon implementation
into DTA models(Peeta and Mamassani, 1995:
Gartner and Stamatiadis, 1997: Ben-Akiva, 1997:
Van Aerde, 1992).

The rolling horizon implementation recognizes
that, the prediction of origin-destination(OD) matrices
and network conditions is usually more accurate
in shorter period of time. Further into the whole
horizon there exists a substantial uncertainty. Thus,
rather than assuming that the time-dependent OD
matrices and network conditions are known at
the beginning of the horizon, it is more reasonable
to assume that the required information will not
be available until the time period rolls forward.

In the rolling horizon implementation, traffic
assignment is implemented for each stage. Since the
planning horizon is divided into several overlapping
stages, there may be the unfinished trips problem,
which are trips assigned in a certain stage that
have not reached destinations during the same
stage. Hence, the raised two issues in the rolling

horizon framework are: 1) how to model the impact

of unfinished trips that are still on the network
at the end of previous stage in the assignment of
current stage, and 2) how to load these trips on
the network.

This paper focuses on enhancing the online
functionality for real-time demand by coupling an
analytical DTA model and the rolling horizon
implementation. In the paper, the impact of un-
finished trips is formulated as updated multi-class
OD matrixes that are reconsidered as the realtime
demands for the next stage. The rerouting strategy
for the updated OD matrix for each class enables
the DTA model to operationally model real-time
variations of on-line OD demand and network
conditions and thus more efficiently provide updated
route information to travelers.

The paper is organized as follows. The next
section presents the variational equality(VE) formu-
lation of a multi-class analytical DTA model followed
by a section that details the rolling horizon
implementation. The treatment of unfinished trips
at the end of each roll period is described with
attention. A combined algorithm to solve this rolling
horizon implementation with the multi-class DTA
model is then presented. Two numerical examples
of demand and network variations are presented
and computational results are analyzed. Conclusions
are presented in the last section.

Notation used in this paper is shown in {Table 1)

In the following, superscript rs denotes origin-
destination pair rs, subscript a denotes link a,
subscript p denotes path p, and subscript m

denotes traveler class m.

Il. Multi-Class Analytical Dta Model

The development of the Advanced Traveler
Information System(ATIS) will make it possible that
travelers are furnished with real-time(instantaneous
and predictive) traffic information. The DTA{dynamic
traffic assignment) models should be able to

demonstrate the capability to differentiate travelers
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(Table 1> Notations

a,a,@ |Link a, unused link a, used link &

p, P, P |Route p, unused route D. used route P

A, A,A Link set A, unused link set A, used link set A : (A= AUA )

t,{,f |Continuous time t, unused time 7, used time 7

T.7.T |Continuous time horizon set T, unused time horizon set 7, used time horizon set TAT=TuUT)
K,I%,I? Discrete time horizon set K, unused time horizon set K, used time horizon set K (K=RuUk)
n Discrete departure time interval n

k Discrete time interval k

s Origination and destination pair rs

f7 () | Departure flow rate from origin r to destination s at time t

u,(t) |Inflow rate on link a at time t

v (t) | Exit flow rate on link a at time t

X (t) | Number of vehicles on link a at time t

E"(1)

Cumulative number of vehicles arriving at destination s from origin r by time t

P (k) |Inflow rate on link a at the beginning of time interval k

q;f, (k) |Exit flow rate on link a at the beginning of time interval k

Yo (k) | Number of vehicles on link a at the beginning of time interval k

E”(k) |Cumulative number of vehicles arriving at destination s from origin r by the beginning of time interval k
A(J) | Set of links whose tail node is j

B(j) |Set of links whose head node is j

e” (1) |Arrival flow rate from origin r toward destination s at time t

T,(1) Mean actual travel time over link a for flows entering link a at time t

T];f () |Mean actual travel time for route p between (r, s) for flows departing origin r at time t

Q7 (k) | Travel cost of link at the beginning of time interval k.

®"(¢) [Minimal mean actual route travel time between (r, s) for flows departing origin r at time t

route choice behavior based on their realization
of traffic conditions. The route choice behavior such
as fixed route, stochastic dynamic user optimum
(SDUO), and dynamic user optimum(DUOQ) should
be considered as a whole.

Travelers in this paper are classified into three
classes : (1) predetermined or fixed routes, (2)
stochastic dynamic user-optimal(SDUQO), and (3)
dynamic user-optimal (DUO).

Class 1 travelers are those who either do not
have access to real-time traffic information hence
continue their intended routes or those who refuse
to change routing plans for whatever reasons. The

route and departure time of this class are fixed.

Thus, rerouting is not a concern for these travelers
at any stage(refer to Figure 1 for the definition
of stage). The background traffic at stage o is
represented by Class 1 travelers. It includes Class
1 travelers who have not reached their destinations
at the beginning of stage ¢ and those who have
scheduled to depart during stage o .

Class 2 represents the travelers who determine
their routes based on perceived shortest travel
times. This class is to describe those who have
partial information of network traffic conditions
or those who obtain real-time traffic information
but make the route choices based on individuals
preference and/or experience combined with the
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real-time information they have received. Typically,
the notion of perceived travel time in the static
context is modeled through a stochastic generalization
of Wardrops(1952) first principle(Daganzo and
Sheffi, 1977 Sheffi and Powell, 1982). Ran and
Boyce(1996) extended this notion to a dynamic
context and established the principle of stochastic
dynamic user-optimal(SDUQ) as follows :

No traveler can improve his/her perceived actual
travel cost by unilaterally changing the route.

It is noteworthy that Class 2 travelers can be
divided into more sub-class groups based on indi-
vidual drivers perception error on route travel
time and risk-taking behavior in both static and
dynamic transportation networks(Mirchandani and
Soroush, 1987 Chen and Recker, 2000: Tatineni,
et al, 1997: Boyce, et al, 1999).

Class 3 is for travelers who possess perfect(full)
knowledge of dynamic traffic conditions and travel
on the minimum travel time routes without any
perception errors. The dynamic user-optimal(DUO)
principle is the temporal generalization of Wardrops
first principle which states(Ran and Boyce, 1996):

For each OD pair at each interval of time, if
the actual travel times experienced by travelers
departing at the same time are equal and minimal,
the dynamic traffic flow over the network is in a
travel-time based ideal dynamic user-optimal state.

The variational equality(VE) formulation and
corresponding constraint sets of three class travelers
route choice conditions is stated as follows(where
* denotes the DUO state). Since the model is
formulated using reduced sets of used links and
used departure time intervals, compared to the
previously proposed variational inequality(V1)(Ran
and Boyce, 1996), inequality sign can be dropped,
thus only equality sign is remained in the formu-
lation. It enhances the proposed multi-class model
to be able to applied for real-time distribution
process of traffic information based on dramatically

improved computational performance(Shin, et al,
2002).

Zf“' {(m™ () + 1,15 +n ™ (5 -7 (5))dE, +

" 75 s o 5 s g anf“(i)
%L {[f“(t’"’)_f‘”("’”)"”“")] afi(é’)}dt‘"’

V1, € [04e0] 7; € [0,4]
(0

Subject to : Route flow assignment constraints

for each class of travelers :

(Class 1 Travelers)
Fixed Routes : Each route p is fixed, and

Sonl T P, (T, )r,5, Bl € A(r)ide pim=1
(2)

{Class 2 Travelers)
Stochastic Dynamic User-Optimal (SDUQO) Routes :

Il Ton L )P (B3 )5, Bim=2 (3)

Fol B Jous (T ) Vr,s,pra € A(r )€ pim=2
)

(Class 3 Travelers)
Dynamic User-Optimal(DUO) Routes :

S g G E S (T )P ssm=3 (5)

p deA(r)

Relationship between state and control variables :

dxrx

%ﬂé}m( Toom )= Vgl Giom )M, @, Bor,s  (6)
apm
dEZ (T, ~
—”"L{&)#? (t. )Np,mr;s#r (7)
dt, pmt b
pm

Flow conservation constraints :

z Vil T Zu;‘;.,m(t;ﬁm IV, p.m,r,s; j# 7,8

aeB(j) deA(j)
(8
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2 zvupm( ta;.m ):e;;‘m( tﬁ,,. )vm rS;S#r (9)

p aeB(s)

Flow propagation constraint :

X )= Y xp [ G+Ta( G )] = xp( 1))

bep
(EZ[T+7(% )] - EF (%)),
Vae B(j).p.r.s.j#r (10

Definitional constraints :

zuapm( taﬁm )=Ma( };" )’ z Vi?ﬁm(;(; )

rspm rspm

=v, (1) Y X (T Ex (T )VE  (11)

rspm
Nonnegativity conditions :

(L ) 2003 (T, )>0VE (T )

aﬁm apm' “dpm apm' “dpm (12)

>0,Vm,d,p,r,s

ep( T )2 0,ES (T, ) 20,95, m,r,s (13)

Boundary conditions -

E2 (1)=0,Np,m,r,s (14)

pm

2 (1)=0,¥Ya,p.m,r,s (15

apm

The first two terms of Equation(l) represent
the route choice conditions of Class 3 travelers
and the third term describes the route choice
condition of Class 2 travelers. Since Class 1 travelers
follow fixed or predetermined routes, there is no
need to express them in Equation(1). Instead,
they are embedded in the constraint sets. For
each class of travelers, the constraints presented in
(2)-(15), including flow conservation and propagation
constraints, are applicable. These constraints are

139

used to generate used-path and used-link flows
when used-route departure flows and time intervals
are determined. The proposed VE problem can be
solved by extending the diagonalization algorithm
which is based on a combination of relaxation
procedure, Frank-Wolfe algorithm(Frank and Wolfe,
1956), and Method of Successive Averages(Sheffi
and Powell, 1982)(Ran, et al,1996: Shin, 2001).

lll. Rolling Horizon Implementation

1. State-of-the-art

The initial concept of rolling horizon process was
utilized for production inventory control(Wagner,
1977). It had been applied in the areas of online
demand responsive traffic signal control for trans-
portation engineering problems(Gartner, 1982, 1983).
Recently, it has been developed for traffic and
control assignment problems of simulation type of
DTA models(Peeta and Mahmassani, 1995: Ben-
Akiva, et al, 1997 Van Aerde, 1994: Gartner and
Stamatiadis, 1997).

In reality, the travel demand(in the form of OD
matrices) and network conditions are changing with
time. Rather than assuming time-dependent OD
matrices and network conditions are known at the
beginning of the horizon, it is more reasonable to
assume that deterministic information of OD and
traffic conditions for a shorter period are available
from the Traffic Management Center(TMC), whereas
information beyond this short period will not be
available until the next time period, that is, until
time rolls forward. The rolling horizon implementation
is based on this assumption of data availability
and provides a practical method to address the
real-time traffic assignment problem.

The basic idea of the rolling horizon implemen-
tation is to exploit currently obtainable information
for short-term forecasts with degree of reliability,
and survey and/or historical data for mid-term
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L Stage Period

(Figure 1) The Rolling Horizon Approach

forecasts with some degree of dependability to
solve an online and/or real-time based problem,
while maintaining the efficiency of the model in
order for determining sound control strategies.
For the purpose of online/real-time functionality,
short-term(roll period) usually means a segment
of an hour, about 5 to 10 minutes: mid-term(rest
period) means about 15 to 30 minutes into the future.

Since more accurate dynamic OD matrices and
network conditions are available for a short period
only, the model in the rolling horizon implemen-
tation is implemented in every roll period as
shown in (Figure 1>. In each roll period, the DTA
model requires knowledge of the dynamic OD
matrices and network conditions for the rest of
the assignment horizon because this information
is expected to influence the assignment result of
the current roll period. The time horizon is then
rolled forward by a length equal to the roll period
and the above process is repeated.

Implementation Procedure of Rolling Horzion
Process

The procedure for rolling horizon implementation
with DTA models is depicted in (Figure 2) and
described as follows:

[Step 1]

Before the start of the planning horizon, obtain
the OD matrices for the first roll period and the
forecast matrices for the rest of the first stage. The
latter includes the information of historical routes
for Class 2 and 3 travelers in each assignment
time step of the first stage, and the routes to be
assigned to Class 1 travelers.

| o
First Aoll Period J

T
Roll O-D Matrices | | onsor oatn s —’
Rest 0-D Matrices  ——— —{ et "5°l Dﬂ‘ﬂb
{Clasd1,2,3) ; \‘ istorical Database
- Lo

[T
1 Pre-specitied Path
(Class 1}

P

= ~~P Analytical Multiclass
DTA Model

MUC DTA Modet
Convergence?

Matrices
(class1.2.3)

5o

!
Updated O-D J LANG,

ET
Roll Meet the End of Ralling
Horizon

- - —No—

Stop

(Figure 2) Rolling Horizon Implementation with DTA
Model

[Step 2]

Perform a complete multi-class dynamic traffic
assignment to convergence(with the current stage
OD matrices). If the end of the planning horizon

is reached, stop: otherwise, go to Step 3.

[Step 3]

Moving to the next stage, shift the current stage
and the shifted length equals the roll period. The
next stage now becomes the current stage.

{Step 41

Update routes, identification numbers, and posi-
tions for all travelers assigned in previous stage(s)
that have not reached their destinations at the
end of the stage.

[Step 5]

Before the start of the current stage, update the
OD for current stage based on the OD matrices
of the current roll period, and forecast OD for
the rest of the current stage. The newly forecast OD
matrices include travelers left from the previous
stage(s) who have not reached their destinations
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and still remain in the network. Go to Step 2.
2. Treatment for Unfinished Trips

Three types of OD matrices are required in the
rolling horizon implementation : (1) roll OD
matrices, (2) rest OD matrices, and (3) updated
OD matrices. Roll OD matrices can be estimated
from detector data or collected through other means
in each roll period. gRest OD matrices are obtained
by utilizing the estimation technique based on
historical OD data and/or survey data during the
rest periods. Updated OD matrices are calculated
from those trips that have not reached their
destinations at the end of the stage.

If the impact of unfinished trips is negligible or
can be included in roll OD and rest OD matrices,
then there is no complication involving the un-
finished trips. While those unfinished trips are not
accounted for by roll OD and rest OD matrices,
they keep contributing congestion effects to the
evolving traffic. Thus, congestion is underestimated
if unfinished trips are ignored in the solution
process. The treatment of unfinished trips in
each roll period is thus crucial, and complicates

the rolling horizon implementation.

¢ Update OD for Class 1 Travelers

Let u3;,.(%,,) denote the inflow of Class m (m=1)
to used link & of a fixed route p connecting origin
r to destination s at time z . As shown in
(Figure 3), Equation(16) is the flow propagation
constraint expressed solely by inflow, u (7)) and

ug, (G, +7;(%,)) where link 5 is a link subse-

quent to link & in path p.
U () =153 (1, +T5(15,)) (16)

If the end of the stage falls between time 7
and 7 +7,(%,). then the link flow at the end of

am

the stage is included in updated OD matrices.

141
—
Cumulative Number of Vehicles
!
(7 -
ﬂl"'l( ﬂm) Ta(ta,,,) /
. u’;‘.’m(tam +7;(1;,.))
Tam b T35,

(Figure 3) Flow Propagation on Link @ for Class
1 Travelers

r I’ : fixed rovte

;; :sub fixed route of ;1

.

(Figure 4) Flow Propagation of Class 1 Travelers
on Link @ P over Route

Let OD4 (%) denote the updated OD matrices
for Class m (m=1) travelers using route P from
origin j to destination s at time #,,. Equation(17)
shows that unfinished trips of Class 1 traveling
over link & at the end of stage can be expressed
an updated OD matrix for the next stage.

0D, (1, + T3 (75,)) =z, () an

Assume link @ to be any link on fixed route
P that consists of plural links, the route used by
trips in the updated OD matrices is not anymore
route P but a sub-route of B. Denote 5; as the
sub-route the first link of which is link 5. As
shown in (Figure 4, sequence of links of sub-
route 5,; is the same as remaining links on route
P from the start link of sub-route ;,;. Then
OD;’;;F,Z (t:, +75(%;))) in Equation(18) denotes the



142 Journal of Korean Society of Transportation Vol.20 No.4, August, 2002

updated OD matrices of Class m (m=1) travelers

using subroute p from origin j at time %, +7;(%,,)
b

where node j is the end node of link a.
ODL (8, +75(1;, ) = g5, (7,,) (18)

At the beginning of the next stage period, we
have an updated OD matrix for Class 1 with a
newly generated fixed 5,; and an origin j. It
follows that

OD2 (f, +7;(t;,,) — stage period) = uli (% ) (19)
This updated OD matrix will be assigned on
the sub fixed route P; at the beginning of the

next stage.

e Update OD for Class 2 and 3 Travelers
{Figure 5) depicts Equation(20) where inflows
of a link @ enter into subsequent links & after

link travel time in flow propagation.
CACMED WM CRES A CW)) (20)
b

If the end of the stage falls between time 7,
and 7, +7,(%,). then the inflows of link uj, (%)
can be considered as updated OD matrices at the
end of the stage. Let ODZ (1,,) denote the updated
OD matrices for Class m (m=2 or 3) from inter-
mediate node j to destination s at time 7, . As
shown in (Figure 6), considering uZ (f;,) can not
reach to the destination s travelling over link @,
theirs impact toward traffic networks needs to
be reappeared as updated OD matrices for the
next stage with a new origin j. It is given by
Equation(21).

OD (%, +7;(5,)) = Y ui (5,) (21)

At the beginning of the next stage, the updated

Cumulative Number of Vehicles
ﬂk

Uz (1) (1) /
&

an

+T.(5,))

—
»

; L,

am

(Figure 5) Flow Propagation on Link @ for Class
2 and 3 Travelers

Liaks

(Figure B6) Flow Propagation of Class 2 & 3 on
Link a with Path Enumeration

OD matrices for Class 2 and 3 becomes:
OD}(%,,, +7;(%,,) ~ stage period) =Y uz (%) (22)

These updated OD matrices are assigned in the
next stage based on the rerouting strategy of each
class, SDUO for Class 2 and DUO for Class 3.

3. Solution Algorithm

(Figure 7) illustrates a combined algorithm em-
bedded with the rolling horizon mechanism. The
outer iteration covers the real time rolling horizon
implementation, while the inner iteration solves
the multi-class DTA problem. OD matrices are
updated at each roll period. In the inner iteration,
the link cost is computed at each time interval
with newly assigned link flows. The assignment
is performed for each class of travelers based on
the underlying route choice criteria. The solution
algorithm stops at the end of the planning

horizon.
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{Figure 7) Flowchart of the Combined Solution
Algorithm

V. Computational Experiments

The basic feature of the rolling horizon imple-
mentation is to consider variations of demands and
network conditions real-time. This section provides
two separate computational studies: 1) demand
variations and 2) network variations.

1. Demand Variations

Demand variations in the rolling horizon framework
are described by three OD matrixes: 1) roll OD
matrix, 2) rest OD matrix, and 3) updated OD
matrix. This section provides case studies on how
to deal with these OD matrixes.

A hypothetical network that contains 7 nodes
and 8 links((Figure 8)) is constructed for the
computational studies. Each link in this network
is assumed as a one-lane freeway link of 1.0
mile. Other assumptions of this network include:

* Five 20-second time intervals for each roll period.
* Three 20-second time intervals for each rest period.
- Eight 20-second time intervals in each stage.

- A modified Greenshield formula below is used

for the link travel time function.

If : _ L,
k<k, T(1)= o (@23

wto . —u  Yy1-—
umm ( max umln)( k )

1If

L
k>kj’Ta(t)= 2
u

where

u : speed,

umin : minimum speed at jam density,
umax : free flow speed,

k * density,

kj : jam density.

La ' length of link a,

- Free flow speed of 60 mph.

- No occurrence of incident or accident.

+ Perceived travel time function of Class 2 travelers
is modeled by a truncated Normal distribution
derived from the Monte-Carlo simulation method
(Sheffi and Powell, 1982):

T,(1)=Z\ B’ +7,(0) (25)

where Z=Y"H 7 ). N~ (u,c%). B=05
o

- Diagonalization technique is applied for solving
the proposed multi-class DTA model(Ran, et al,
1996: Shin, 2002).

The two fixed routes for Class 1 travelers are
shown in (Table 2)

The OD matrices for the roll period and the
rest time period are presented in (Table 3) and
(Table 4.
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. ’ (Table 5> DTA Model Result For The Roll Period 1
/ \ / 7 (continue)
e estnation Link | Time | Link Flow( x,, (1) |M7 favel
\ (i.j) & | Sum |m=1|m=2|m=3
’ ot @ ) 1 | 5.02{2.00]211]090] 3.06
2 10.03{4.00{4.3011.73 3.12
{Figure 8) Test Network 3 150116000631 1270 318
(Table 2) Fixed Routes 4 15.05/6.0016.39]266] 318
- - 1 5 15.05]6.00|6.08 | 2.97 3.18
Fixed Route Path(Link Number Sequence)
. 357 (1.3) 6 |12.54|5.00|5.05(2.49| 3.15
5 1368 7 | 9.99/4.00{388 (211 312
8 8.06{4.0012.94|1.12 3.10
9 5.5813.00(1.96|0.62 3.07
(Table 3) O-D Matrices for Roll Period 10 3071200003014 3.04
Roll | | Sum|  Class 1 Class 2 | Class 3 1 | 4.980.00]1.89]3.10] 3.0
Period| = 1D | | b\ Flow| O | D [Flow| 0| D {Flow 2 | 997]0.00{370/6.27) 3.12
ol itz 2 122124 3 [14.99]0.00[5.69]9.30| 3.18
211001122 |1)2]4])1|2]4 4 14.95/0.0015.61]9.34 3.18
S| T2y 2y bp2)d)lpz)d 5 |14.95/0.00|592(9.03] 3.8
Y ig : . ; Ll ; : 2 p (1?4) 6 [12.46]0.00[4.95751] 3.15
ilstailololilolalilola 7 10.0110.004.12{5.89 3.12
2181112011 |214|1]2]4 8 7.94/0.00}3.06|4.88 3.09
3p8 L2 01 y2)d4)l)2)d 9 | 542/0.00[2.04|3.38] 3.06
S B S S R S A B 10 | 2.93[0.00[1.07| 186 3.03
Notes) P : path, O : origin, D ® destination 4 5.02/2.0012.11]0.90 3.06
5 10.03({4.00{4.301.73 3.12
(Table 4) O-D Matrices for Rest Period 6 |15.01/6.00/6.31)2.70} 3.18
Sum|  (pass 1 Class 2 Class 3 3 7 15.0516.00|6.39} 2.66 3.18
P‘:jis;d k| & (3.5 1 g T15.05/6.00(6.08]297] 318
Flow| ©O| D|Flow| O| D|Flow} O | D |Flow 9 |12.54]500]5.05]249] 315
6 5 1y 2ar2p )22 10 | 9.99{4.00(3.88(2.11] 3.12
el liala s HHEE 11 | 8.06[4.00|2.94]1.12] 3.10
6 1al1l1lolilz2l 21112 9 12 5.583.0011.9610.62 3.07
9 7t b1t ltlel2t1] 29 @2 13 3.0712.0010.93]0.14 3.04
815 | tj2ej1j1j212)]1]2]2 4 4.98{0.00(1.89{3.10{ 3.06
Notes) P : path, O : origin, D : destination 5 9.9710.0013.7016.27 3.12
6 14.99|0.0015.69]9.30 3.18
1) Resutts for the First Stage 4 7 |14.95{0.00|5.61(9.34| 3.8
The result of multi-class DTA model for the first @5 | g [14.95]0.00[5.92[9.03] 3.8
stage is summarized at (Table 5). Since there is 9 112.46/0.00]4.95|7.51 3.15
only one OD pair represented for the roll period 10 110.01/0.00}4.125.89 3.12
and the rest period, the travel time on used 11 7.9410.00]3.06|4.88] 3.09
routes between origin and destination should be 12 5.4210.00/2.04]3.38 3.06
equal. This implies that Class 3 travelers receive 13 2.93[0.00{1.07]1.86 3.03
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(Table 5) DTA Model Result For The Roll Period 1
7 5.02/2.00(2.22|0.81|  3.06
8 [10.01/4.0013.99|2.02| 3.12
9 |15.02/6.00/5.83]3.19| 3.18
10 |15.02{6.00]5.71|3.31| 3.18
5 11 |15.04/6.00|5.81[3.24| 3.18
(5.6 12 |12.39/4.00|4.96{3.43 3.15
13 | 9.93]2.00(3.72[421| 3.12
14 | 8.20[2.00[291(3.29 3.10
15 | 5.84]/2.00{1.91]1.92] 3.07
16 | 3.28/2.00[1.05[0.22| 3.04
7 | 4.98/0.00/1.78]3.19|  3.06
9.99/0.0014.01{5.98{ 3.2
9 114.98/0.00/6.17|8.81| 3.18
10 |14.98/0.00]6.29/8.69| 3.18
11 |14.96/0.00]6.19/8.76| 3.18
(5.7 |12 |1261)1.00/504|6.57| 3.15
13 |10.07|2.00]4.28(3.79|  3.12
14 | 7.802.00(3.09/2.71|  3.09
15 | 5.16/1.00{2.09/2.08] 3.06
16 | 2.72/0.00]0.95/1.78|  3.03
10 | 5.02/2.00[2.22[081| 3.06
11 [10.01/4.00{3.99}2.02| 3.12
12 {15.02{6.00|5.83(3.19| 3.18
7 13 |15.02/6.00(5.71[3.31| 3.18
6.2) | 14 [15.04/6.00(5.81|3.24] 3.18
15 [12.39/4.00{4.96]3.43] 3.15
16 | 9.93]2.00(3.72|4.21| 3.12
17 | 8.2012.002.91{3.29| 3.10
18 | 5.84[2.00{1.911.92{ 3.07
19 | 3.28/2.00]1.05/0.22| 3.04
10 | 4.98/0.00(1.78|3.19| 3.06
11 | 9.99/0.00]4.01[5.98| 3.12
12 |14.98/0.00/6.17{8.81| 3.18
8 13 |14.98/0.00(6.29(869| 3.18
(7.2) |14 [14.96|0.00|6.19]8.76] 3.18
15 |12.61/1.00]5.04/6.57| 3.15
16 |10.07/2.00]4.28/3.79|  3.12
17 | 7.80/2.00]3.09/2.71|  3.09
18 | 5.16/1.00]2.09(2.08| 3.06
19 | 2.72/0.00{0.95]1.78]  3.03

Notes) m : Class, 1 : fixed route, 2 : unguided travelers, 3 :
guided travelers)
(i.j) : (start node, end node) of link
Time interval 8 : the end of stage

145

(Figure 9) Actual Link Travel Times Experienced
by the First Departed Platoon

Class 1: 2.00 Class 1: 2.00

Class 2: 2.11 Class 2: 2.11
Class 3: 0.9 ss 3: 0.90
Sum Sul A

Class 1: 0 Clpgs 1: 0.00 Clasd\{; 0.00 Class 1: 0.00
Class 2: 1.89 fass 2: 1.89 Class 278 Class 2: 1.78
Class 3: 3.10 Class 3: 3.10 Class 3: 3. Class 3: 3.19

Sum  4.98 Sum 498 Sum 4.9 Sum  4.98

Class 1: 2.00
Class 2: 2.22
Class 3: 0.81
Sum 5,02

//

(Figure 10} Link Flows for Each Class When the
First Platoon Entering Each Link

correct traffic information, which compensates for
the biased link flows generated by Class 1 and
Class 2 travelers and bring the network to an
equilibrium state. This can be verified from the
fact that the travel times of used paths for the
first departed platoon are equal((Figure 9) and
Class 3 travelers are guided to make the path
travel time equal((Figure 10)). From (Table 5), at
time interval 8 of the end of stage, the flows of
6 links can be updated as Updated OD matrices.

2) Update OD Matrix

The updated OD matrices result for each class is
summarized in (Table 6). The updated OD result
of rolling horizon implementation can be evaluated
from the following aspect: At the end of stage
(time interval 8), the flows on each link should
be equal to the sum of each updated OD matrix
whose origin is the end node of that link. This
fact is verified from the combined results of
(Table 5) and (Table 6.

[For Class 1]
X, (roll period + rest period) = ¥, > OD”.(T)  (26)
r »r
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where,
I" = roll period + rest period —T (1)

j is the end node of link a

X,,(8)=1.00+1.00+2.00=4.00
X3, 8)=2.00+2.00+2.00=6.00
X5, (8)=2.00+2.00=4.00

[For Class 2]

Y X, (roll period + rest period)

ti.j)ea

=3 Y 0Di, () Vjs 20
r j s

where,

I" = roll period + rest period —T ()

X,,(8)=10.98+1.03+0.93=2.94
X,,(8)=1.02+0.97+1.07=3.06

X5 B+ X ,,(8)=4.00+4.00+4.00=12.00
{node conservation : the end node of two links
is node 5)

X5,(8)=2.22+1.77=3.99

X, (8)=1.78+2.23=4.01

[For Class 3]
Z X ; (roll period + rest period)

ti.jea

=;ZZOD,{;3(F) Vj,s (28)

where, T = roll period + rest period —7,(1)

X,;(8)=0.50+0.48+0.14=1.12

X, (8)=1.50+1.52+1.86=4.88

X, (8)+ X ,5(8)=4.00+4.00+4.00=12.00
(node conservation @ the end node of two links
is node 5)

X,,(8)=0.81+1.21=2.02

X ,(8)=3.19+2.79=5.98

{Table 6) Updated O-D Matrices of Each Class

IT| Classt Class 2 Class 3
T
oD oD oD
0D flows Oy D flows 01D flows
511]100]3l2]098]3]2] 050
RE 200 4| 2]102] 4] 2] 150
-1 - sl 2laoo] 5] 2] 400
311100321033 2] 048
512200 al2f{oor|al2] 152
s 6]2[200 5[2]400]5]2]400
-7 Telalezlel 2] o8t
T e e T a2 ] 39
312200 |3([2]003(3[2]014
512 200 |al2l107]|4]|2]| 186
cl6l2[2005/2[a00]5]2]400
=T = el e i e] 2] 1o
ST = T2l 2 2| 7] 2] 27

Notes) I': time interval, P : path, O : origin, D © destination

3) Results of Next Stage

It is not straightforward to evaluate the results
of stage 2 because it involves the flow of different
classes of travelers that originate in different
stage periods. Therefore, 100% of Class 3 travelers
are configured and the rolling horizon implemen-
tation is processed again to obtain of results of
stage 2. The results are evaluated by checking
flows and actual travel times at any time interval
(time interval 7 is used here). According to
(Figures 11 and 12, all routes connected OD
pair (1.2) have the same flow values and travel
time which shows that the results of rolling

horizon are reasonable as the time rolls forward.

N
N

(Figure 11) Link Flows at Time Interval 7 in Roll
Period 2
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(Figure 12) Actual Link Travel Times at Time !nterval
7 in Roll Period 2

2. Network Variations

Substantial network variations are usually gene-
rated by traffic accidents, incidents, events or
construction impacts on traffic networks. These can
cause frequently severe traffic congestion locally
and area-wide. In the rolling horizon framework,
when traffic variations occur, corresponding in-
formation is reflected as network inputs from
successive stages, and it lasts until the impact of
the variations disappears.

When traffic congestion happens from abnormal
traffic variations, the best solution in terms of
both travelers and network performance is to
guide as many as travelers possible to circumvent
the congested areas. In case of guided travelers,
since they can be informed of network variations,
they can avoid the congested area. In the case of
the unguided traveler, however, because they have
no reliable information sources, they can more easily
be exposed to the continuing traffic congestion.
This can result in additional traffic congestion
and deterioration of network performance.

This study provides three scenarios to demonstrate
how unguided travelers contribute to additional traffic
congestion and the impact of providing information
to them to circumvent the congested areas.

The employed hypothetical network has 9 nodes
and 12 links({Figure 13)) with one-lane freeway
links of 1.0 mile each. It is assumed that an
accident occurs on link 5-)6 causing a reduction of
90% of link capacity, and the accident information
is reported starting from the stage 2. The horizon

asunnmp
Accident

(Figure 13) An Employed Network

time consists of six stages. Each stage consists of
ten time intervals of a roll period and no rest
period. Among the six roll periods, only the first
three roll periods have demands, 80 vehicles
departing from node 1 to 9 at each time interval.

1) Travelers Guidance

(Table 7) shows when more travelers have perfect
traffic information(Class 3), network travel time
decreases and average speed increases. When all of
them receive perfect traffic information, network
travel time is reduced by 11.3% and average speed
is increased by 28% compared with the case when

all of them do not receive any traffic information.

(Table 7) Travelers Guidance and Network Variation

Information
Travelers Network | Average
Scenarios | Class 2 | Class 3 | Travel Time| Speed
(%) (%) (hours) (mph)
Noo 1 400 0 844 | 203
Information
Partial | g 50 74.9 92.1
Information
full 0 100 58.6 26.0
Information

2) Number of Traffic Information Devices

(Figure 14) depicts the location of two VMS signs.
(Table 8) shows that as more unguided travelers
see the VMS signs, congestion is reduced. When all
OD flows see the VMSI and VMS2 signs, network
travel time is reduced by 15% and average speed
is increased by 16.2% compared with the case of
no VMS information.
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anann
Accident

(Figure 14) Location of VMS Sign1 and Sign2

(Table 8) Rolling Horizon Implementation and Num-
ber of Variable Message Sign

Travelers Network Average
Scenarios Travel Speed
Class 2 | Class 3 Time (mph)
(%) (%) (hours) P
No VMS 100 0 84.4 20.3
Sign
VMS1 100 0 76.5 22.0
VMS1 and
VMS2 100 0 71.7 23.6

3) Location of Traffic Information Devices

(Figure 15 illustrates two locations of VMS signs,
VMS1 and VMS3. Since all unguided travelers
depart from origin 1 to destination 9, it can be
assumed that more travelers can see the VMSI
sign than VMS3. (Table 9) shows that as more
travelers see the VMS sign, network travel time
is reduced and average speed is increased. For
VMS1, network travel time is reduced by 9.3%
and average speed is increased by 7.7%. However,
in case of VMS3, network travel time is reduced
by 5.0% and average speed is increased by 4.4%.

seusnEp
Accident

(Figure 15 Locations of VMS Sign1 and Sign3

(Table 9 Rolling Horizon Implementation and Location
of Variable Message Sign

Demands Total Average

3 . Travel Speed
Ccenarios Class 2 | Class 3| Time pee
(%) (%) (hours) (mph)

No VMS Sign 100 0 84.4 20.3
VMS1 100 0 76.5 22.0
VMS3 100 0 80.2 21.2

V. Concluding Remarks

In this paper, the rolling horizon implementation
and its solution process have been proposed for
the multi-class analytical dynamic traffic assignment
model. Since it is assumed that the travel demand
and network condition are not predictable, the
rolling horizon process makes possible the analysis
of more realistic network scenarios using an analy-
tical DTA model.

Two raised issues of rolling horizon implementation
are 1) how to deal with unfinished trips, trips
which do not reach their destination by the end
of the stage, and 2) how reroute these unfinished
trips on the network. The unfinished trips were
formulated as updated OD matrixes to keep the
impact of unfinished trips. Fixed route travelers
are assumed to continue to use the same route,
sub-fixed route, while unguided and guided route
travelers are rerouted based on travelers route
choice principles, SDUO for unguided and DUO
for guided travelers.

Two experimental studies have been prepared
to verify the effectiveness of the rolling horizon
implementation in the DTA system and how it
can be applied for real traffic situations.

In the first study, three sets of results are
have been demonstrated from the computational
experiments. First, the Class 3 travelers receive
correct traffic information which can compensate
for the biased link flows caused by Class 1 and
Class 2 travelers that further bring the network

to an equilibrium state. Second, the impact of
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unfinished trips, which have not reached their
destinations at the end of the stage, can be con~
sidered as the updated demand at the next stage
period. Third, as the time rolls forward, the
equilibrium state will remain valid if all travelers
in the network are assumed as Class 3.

In the second study, it has been demonstrated
that when abnormal network variations occur,
the rolling horizon implementation could reduce
the level of additional traffic congestion through
traffic information or other information devices. The
result showed that rolling horizon implementation
could be an effective way to model the impact of
providing traffic information to travelers. In this
study, the number of informed travelers, the number
of the Variable Message Sign(VMS), and the location
of the VMS are considered as variables for the
case study.
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