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Abstract—A cost efficient [PSec Accelerator board utilizing a
crypto chip and an entry-level Linux PC for the high
performance VPN is presented in this paper. The IPIP
(IP-over-IP tunneling) processing, encryption & decryption
processing, HASH processing, and the integrity test functions
of IPSec are processed in the IPSec Accelerator board.
The proposed IPSec Accelerator has demonstrated
successful execution of the required functions of the
IPSec packet processing and verified its performance by
processing the IPSec packets at the rate of over 1 Gbps.

Index Terms—VPN, IPSec, Accelerator.

I. INTRODUCTION

The VPN (virtual private network) provides a temporary
secure connection service over a public network. The 1P-
VPN is virtual private networks using the Internet as public
network. In order to save growing telecommunication
costs, companies recently started to replace expensive
leased lines and dial-up remote access by IP-VPN
solutions that are cheaper, because they only use a local
link to the company’s Internet service provider (ISP). A
further advantage of IP-VPN solutions is the global reach
of the Internet. Some IP-VPN solutions even claim to be
more secure than the traditional telecommunication
approaches.

As the demand for the high-performance network is
increasing rapidly, the demand for the high-performance
VPN is also increasing. The performance of the VPN depends
on the two main factors: (1) The transmission speed of
the public backbone network and (2) the efficiency of the
IPSec processing at the both ends of the VPN [1]. The
development of the high-performance VPN over 100
Mbps is known to be extremely difficult because of the
IPSec processing requires very complex and time-
consuming processes such as the IPIP (IP-over-IP
tunneling) processing, encryption/decryption processing,
HASH processing, and the integrity testing. In particular,
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in the casc of a VPN utilizing the 3DES algorithm, the
performance degradation reaches to an unacceptable
level because the each packet must be encrypted and
decrypted individually by software. Therefore, various
research groups proposed various architecture of
hardware VPN for the high performance VPN system.
However, the hardware VPN researches are focused only
on the encryption acceleration only [2,3]. Software-based
VPN is only useful when the network connection is slow
[4,5].

In this paper, we propose a novel IPSec Accelerator
hardware for a high performance VPN. Our approach
differs from others in that every required operations of
the VPN are processed at the hardware level. It should
be noted that the IPIP processing also demand a
considerable computational overhead to the system.
Therefore, by the use of the IPSec Accelerator, a high-
performance VPN can be realized in various network
environments to satisfy various kinds of security
requirements.

In the following section, the overview of IPSec and
the architecture of the IPSec Accelerator are discussed.
Then, the organization and the operation of the proposed
accelerator are presented in chapter 3. Finally, the
functions of the proposed accelerator are demonstrated
and the performance of the accelerator is evaluated.

II. THE OVERVIEW OF THE IPSEC
ACCELERATOR

2.1. The overview of IPSec

[PSec is a standards track proposal in the Internet
Engineering Task Force (IETF) for IP security. IPSec
provides encryption/decryption, authentication and key
management functions. There are three major functionality
in IPSec; First is the authentication process via an
Authentication Header (AH), second is the encryption
process using an Encapsulating Security Payload (ESP)
and finally automated key management through the
Internet Key Exchange (IKE) [6,7]. The following table
2 and 3 illustrates the components of [PSec and the
security algorithm. The IPSec protocol introduced two
main components, Authentication Header (AH) and IP
Encapsulation Security Payload (ESP). The AH provides
data origin authentication, connectionless integrity, and
anti-replay protection services, but confidentiality for IP
datagram. AH provides security services through access
control, connectionless integrity, data origin authentication,
and anti-replay service. In the case of the anti-replay
service, the sender assigns a unique sequence number for
each packet. Optionally, if the receiver wants to use the
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anti-replay service, it can test the sequence number for
the validity. The AH protects only the immutable field of
the IP header. Thus, for the fields manipulated by the
netvvork equipments,
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Fig. 1 The overview of the tunneling technology

Table 1
‘Security Protocol 1 Data Management 1 Key Management »

The components of the [PSec.

AH | s
Bsp |

IKE protocol

Table 2 Varlous Algorlthms used in the IPSec.

‘At thentication o Encryptlon Algorlthm
HMAC-MD5 DES
HMAC SHA-| Triple-DES, RCS5, IDEA, Blowfish, CAST-
128

t1e value ‘0’ is assigned and the integrity is tested later
using Integrity Check Value (ICV). In addition to the
sec 1rity services provided by the AH, the Encapsulation
Security Payload (ESP) header provides confidentiality
service. In the transport mode, TCP/UDP header and
ent're user data are encrypted. In the tunnel mode, the
ent're packet generated from the user is encrypted. The
AH and ESP of IPSec is independent from the security
and authentication algorithm used internally and do not
need any additional security mechanism. In this way,
IPSec provides modularity and computability between
Internet users. The following figure contrasts the frame
format of IP packet and IPSec packet. Performance of
IPSec depends on the implementation details. Thus, the
designer must consider the types of Operating System,
the performance of the random number generator, the
efficiency of the system management protocols, etc.
Altiough these factors are not list in the standard, they
are very important in the implementation of IPSec.

2.2. 1PSec Accelerator

"he VPN gateway includes the Internet Key Exchange
(IKE) function and the IPSec function. The IKE function
creates a Security Association (SA) between the two
VPN and the IPSec function executes the inbound
processing and the outbound processing. The functions
for the IPSec packet processing are composed of the IPIP
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Fig. 2 1P packet and IPSec packet frame format

Table 3 The AH packet format
[ Nextheader | Payload length [ Reserved
| ~ Security Parameters index (SPI)
' Sequence Number

Authentication Data (MDS SHA- 1)
(Variable length of 32 bit words)

Table 4 The ESP packet format
Security‘parafnéters indexi(-S»};I') )
_ Sequence Number
Payload Data
_ (Variable length of 32 bit words)
Padding (0 ~ 255 bytes)
l Pad length l Next header
Authentication Data (Variable length)

processing, encryption and decryption processing,
HASH calculation, and the Integrity testing. In general
VPN system, these functions are implemented in
software so that the VPN suffers from the slow execution
speed. To overcome this speed problem, the IPSec
Accelerator using the Crypto chip is developed. The
Figure 1 illustrates the operation of the traditional VPN
implemented with software, while the Figure 2 itlustrates
the proposed VPN utilizing the hardware accelerator.

The IPSec Accelerator uses the NITROX chip from
the Cavium as the IPSec core chip [8]. The chip provides
the IPSec packet processing functions such as the IPIP
processing, encryption/decryption processing, HASH
processing, and the Integrity testing. The Figure 3
illustrates the internal block diagram of the 1PSec
Accelerator.
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Fig.3 Block diagram of the Software-based VPN.
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Fig.4 Block diagram of the Hardware-based VPN.
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Fig. 5 Block diagram of the IPSec Accelerator

As shown in the above figure, the PCI/PCI-X interface
connects the hosts with the IPSec Accelerator board. We
used an entry-level Pentium4 PC configured with Hancom
Linux 2.0 as a VPN host. The DMA block transfers data
between the memory of the host and the VPN. When the
host requests for the IPSec function to the PPA, the host
initializes the Command Registers with the number of
packets to be processed and the number of commands.
Then the IPSec Core can performs its processing. The
Internal Bus is a 64-bit data bus in the packet-processing
accelerator. IPSec Core performs the IPSec functions.

Security Association Data Base (SADB) is the memory
within the packet-processing accelerator, stores the SA.
When the IPSec Core wants to process the packet from
the Host memory, the necessary information such as Key
and IV from the SADB. The specifications of the
proposed IPSec Accelerator are summarized in the table 1.

Table 5 The Specifications of the IPSec Accelerator.

Name Specification

" PCUPCI-X (64bit, 64MHz/100MHz/

__133MHz, Master & Target Modes)
""RSA and Diffie-Hellman (groups 1,2,5)

PClI Interface

Algorithm DES/3DES, AES, ARC4
- __MD35, SHA-1 o
Number of SAs 2 000, 000 IPSec SAs with 512MB Local
Memory

III. THE OPERATION OF IPSEC ACCELERATOR

The IPSec Accelerator supports the PCI/PCI-X interface
to communicate with the CPU of the Host at the rate of 1
Gbps or more. Also, the DMA can read the input packets
and the commands from the host memory and write the

output packet to the host memory. Figure 4 describes the
detailed illustration of the operations of the IP sec. The
steps executed in the packet-processing operations are
list in the table 2

VPN Host

Host Memory

o
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CPU

input packet

command
buffer buffer
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]
PCI/PCI-X Interface

output packet
buffer

Command

Internal DMA Register
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@ SADB

IPsec Accelerator

Fig. 6 The operation of the IPSec Accelerator
Table 6 Detailed explanation of the sequences in Figure 6

ISequence Operations to be executed

If there are input packets for the IPSec processing, the
host generates the commands and prepares the
memory space for the output packets.

1 The commands include processing method (i.e.
inbound processing or outbound processing), the
memory address of the input packets and output
packets, the SA address of the SADB.

The host CPU initializes the command registers of the
2 Packet-Processing Accelerator with the address of the
command and the number of the command.

When the number of commands is stored at the
3 command register, the Crypto chip starts the IPSec
processing.

IPSec Core reads the command from the command
buffer to determine the processing method, the

stored at the output packet buffer.

IV. PERFORMANCE EVALUATION OF THE
IPSEC ACCERELATOR

The function of the IPSec packet processing of the
IPSec Accelerator is verified and the performance of the
IPSec packet processing of the accelerator is evaluated.
The test items for the packet-processing accelerator are
listed in the Table 7. For the purpose of the function test
and the system performance evaluation, we wrote an
additional test program as shown in the Figure 7. First,

4 address of the input/output packet, and the address of
) the SA. i
5 Accelerator reads the mput packets from the memory
767 " | Accelerator reads the SA -related information from the
memory. . .
Process the input packets using the SA information
7 and the processing method. The output packets are
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thz test program performs outbound processing with the
peckets of various sizes and reports the result of the
evaluation. Then it performs inbound processing with
peckets of various sizes and reports the results. To
pcrform  the outbound processing, the test program
specifies the number of packet and the length of the
pecket to the device driver. The device driver allocates
mzmory for the input buffer, the command buffer, and
thz two output buffers. Next, the test program creates the
test packets and stores them at the input buffer. Also, it
crzates commands for the outbound processing and
stores the results at the output buffer 1. When these are
ready, the host CPU initiates the outbound processing
ard records the waiting time until the last packet is
finished. The recorded waiting time is used to calculate
thz performance of the outbound processing as follows:

Performance of the outbound process
= (The length of the input packet x the number of input
packet) + waiting time

Using the similar method, the performance of the
inbound packet processing can be calculated. The
commands for the inbound process are created and the
packets in the output buffer 1 are used as inputs to the
inound process. When these are ready, the host can start
the inbound process and the results are saved at the
output buffer 2. Now, if the IP packet of the output buffer
1 and the IP packet of the output buffer 2 are the same,
th's implies that the encryption and decryption process
arc executed correctly. The measurement results of the
performance parameters using the test program are listed
in the Table 8. The performance of the inbound process
ca1 be calculated as follows:

Performance of the inbound process
= (The length of the output buffer 1 x the number of output
packet) + waiting time

Table 7 The results of the function tests.

Length of The number of packets
Measurement a packet (Bytes)
Condition (Bytes)
1P IPSec 1P 1PSec
64KBytes 120K
ESP 64 120 960K Bytes 1.8M
Tunnel Mode 9.6MBytes 18M
3 DES-MD5- 1400K Bytes 1456K
95 1400 | 1456 2{MBytes 22M
210MBytes 220M
Table 8 The results of the performance tests
Length of .
e I
M easurement (BYTES) ) ’
Condition IPSec Wait time Processing
1P (MS) speed
(MBPS)
ESP 1.14 842
Tannel Mode 64 120 16.2 890
3DES-MD5- 162.3 890

96 1400 | 1456 7.1 1640
105 1680
1050 1680

START
Input the lenght of P packet
Start the function test routine of driver

End
User Space

Kernel Space
Start

Calculate the length of IPSec packet

Create 1P packet
Allocate Bufter

Buffer Allocation:Input, Command, Qutput!. Output2 Buffer

Outbound process: Create P Packet @ Input Packet Buffer
Create commands @ Command Buffer
Set time count to t0

Record the number of Command Buifer@ Command Register
Enscryption -

wait for completion of the commands

Calculate current time t1 & Report the encryption performance

Inbound process: Create commands @ Command Buffer
Set time count to 12

Record the number of Command Buffer@ Command Register
-

Descryption
wait for comptetion of the commands

Calculate current time t3 & Report the decryption performance

H::sc(::?;ahw Compare data of Output2 Buffer with data of Input Bufter

End

Fig. 7 The flowchart of the test program

V. CONCLUSION

A cost efficient and high performance VPN system
using a hardware IPSec accelerator board and an entry-
level Linux PC is proposed. The prototype is implemented
and the performance is evaluated. The proposed accelerator
successfully executed the required functions of the IPSec
packet processing such as the IPIP (IP-over-IP tunneling)
processing, encryption/decryption processing, HASH processing.
The proposed IPSec Accelerator based VPN demonstrated
the Gigabit VPN system could be realized.
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