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## 요 약

이 논문에서는 웹 미디어(웹 기반의 하이퍼미디어) 시스템에서 이산 확률 분포 함수와 사용자 프로퐈일 기반의 돟적 적웅 모델을 제안하였다. 이 모델은 용용 영역욜 동적 적웅 개체의 가중치 방향성 그래프로 표현하며, 사용자 행위률 이산 확률 함수륣 동적으로 구축하는 접근 방식을 이용 하여 모델링한다. 제안한 확률적 해석은 웹 미디어 구조에서 사용자의 탐색 행위를 추적하여 사용 자 행위에 대한 잠재적 속성을 나타내는데 사용될 수 있다. 이러한 접근 방식은 사용자에게 가장 알맞은 프로파일을 동적으로 할당할 수 있다.
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#### Abstract

In this paper we proposed dynamic adaptive model based on discrete probabilistic distribution functions and user's profile for web media systems(web based hypermedia systems). The model represented that the application domain is modelled using a weighted direct graph and the user's behaviour is modelled using a probabilistic approach that dynamically constructs a discrete probability distribution functions. The proposed probabilistic interpretation of the web media structure is used to characterize latent properties of the user's behaviour, which can be captured by tracking user's browsing activity. Using that distribution the system attempts to assign the user to the best profile that fits user's expectations.


## 1. 서

웹을 미디어로 하는 정보 시스템은 정보의 사 용자 중심 접근을 위한 새로운 컴퓨팅 환경으로 가장 대중성을 띄고 있으며, 이 논문에서는 이를 웹 미디어 시스템이라 정의한다. 이러한 웹 미디 어 시스탬은 전통적인 하이퍼미디어 시스탬이 웹

[^0]을 기반으로 진화되어 새로운 정보 서비스 환경 으로 자리 잡은 것이라 할 수 있다[4].
웹 미디어 시스템에서 프리젠테이션과 컨텐츠 의 사용자의 요구와 목적에 따른 동적 적웅 기능 인 개인화는 중요한 요구 사항이 되고 있다[4,5]. 컨텐츠 개인화의 응용 분야는 온라인 광고, 웹 마케팅, 전자상거래, 온라인 교수 및 학습 등 다 양하다. 이러한 시스탬은 전형적으로 대규모 하 이퍼공간을 사용자가 자유스럽게 탐색할 수 있도 록 하고 있다. 그러나 이러한 웹 미디어의 풍부 한 림크 구조는 일부 심각한 유용성 문제를 발생

시키고 있다[1,6].
일반적인 웹 미디어 시스템은 모든 사용자에게 페이지 내에 같은 링크를 제시한다. 탐색 문제를 해결하기 위해, 시스탬은 각 사용자별로 개인화 된 링크나 사이트 맵이나 컨텐츠 목차 같은 탐색 도구들을 제공해야 한다. 따라서 시스템은 사용 자의 관심, 선호도, 전문성 등의 정보를 바탕으로 가장 알맞은 도구들을 제시해야 한다.

웹 컨텐츠 개발자가 미처 에촉하지 못한 탐색 은 사용자에 대한 이해력 문제를 발생시키며, 개 발자는 모든 페이지에 대해 사용자가 해당 페이 지를 액세스할 때 사용자에 대해 가정 (assumption)을 예측해 저작해야한다. 그러나 모 든 사용자에게 가장 알맞은 링크 구조를 모두 예 측하고 개발한다는 것은 거의 불가능하다. 따라 서 페이지는 항상 같은 방식으로 제시되며, 이것 은 사용자가 이미 방문한 페이지일 경우 중복된 정보를 포함하게 될 것이고, 사용자에 대한 부족 한 예촉으로 사용자는 원하는 정보를 찾기 위해 많은 시간을 보내야 할 것이다.

이러한 문제를 해결하고 보다 정교한 서비스를 위해 사용자 모델링과 사용자 인터페이스 기술을 결합한 개인화 기술에 대한 연구가 근래 시작되 었다[2]. 근래 개인화 시스텔은 사용자의 등록 정 보의 이용뿐만 아니라 사용자 탐색 행위를 관찰 해 자동적으로 사용자 프로퐈일(profile)을 변경하 여 동적인 적웅성을 갖고 있는 동적 적웅 시스템 (adaptive systems)이다.

동적 적응은 사용자 모델을 참조하여 영역 모 델로부터 적절한 컨텐츠와 탐색 지원을 제공하여 개인화 목적을 달성하기 위한 기술로서, 주로 규 칙을 기반으로 한 생성 시스템(production system)과 확률과 베이지안 기법 등의 통계적 기 법을 사용한 평가에 대한 연구들이 있다[7].

이 논문에서는 웹 미디어 시스템에서 동적으로 개인화된 서비스를 할 수 있는 이산 확률 기법에 기반한 동적 적응 기법을 제안한다. 왭 미디어 시스템의 논리적 구조와 컨텐츠는 3 개의 논리적 레벨에서 서술되며 각 레벨에서 동적 적웅이 시 도된다. 이산 확률 분포 함수는 각 프로파일에 속한 사용자가 탐색하는 동안 수정되는 확률 등 이며, 이러한 분류를 이용해 시스템은 사용자가

원하는 것을 정확히 판단하여 사용자 환경에 가 장 알맞은 프로파일을 할당할 수 있다.

## 2. 사용자 모렐링과 동적 적용 기법

동적 적웅은 일반적으로 사용자의 지식퐈 관심 에 따라 동적으로 제시할 컨텐츠와 프리젠테이 션, 링크 둥올 생성하는 것이다. 이 장에서는 사 용자 모델링 기법과 적옹적 기법에 관해 고찰한 다.

## 2.1 사용자 모델링

사용자에 관한 데이터는 크게 사용자의 정적 데이터, 동적 데이터, 환경 데이터 둥의 세 가지 로 나눌 수 있다. 정적 데이터는 인구통계학적 데이터, 사용자의 지식, 사용자 능력, 관심과 선 호, 목적과 목표 등이며, 동적 데이터는 사용자의 행위률 실시간 모니터링 함으로써 얼는 데이터이 다. 화경 데이터는 사용자가 갖고 있는 하드웨어 와 소프토웨어, 환경적 특성 등에 관한 데이터이 다. 이러한 사용자에 관한 데이터를 획득하는 방 법은 데이터의 성격에 따라 사용자로부터 직접 입력을 받거나 회득 규칙, 계획 인식, 스테례오타 입 추론 등 다양한 방법이 연구되고 있다[10].

사용자 모델링의 본질적 특성인 불확실성을 다 루기 위해, 많은 시스템에서는 사용자 모델내에 사용자에 관한 지식 정도를 숫자화하여 나타내고 있다. HYDRIVE는 항공기 수압 시스템에 고장 수리에 관한 학습자의 늠럭을 모델링하였으며, 베이시안 네트워크를 사용하였다[8]. 네트워크 노 드의 확률 분포는 여러 추상적 레헬을 구성하는 "진자공학 지식", "전략적인 지식" 같은 변수를 명확하게 나타내고 있다. 보다 구체적 레벨에서, 노드는 "해석된 행동"을 나타낸다. 그런 노드는 사용자 행동들의 관찰된 순서가 고정된 수의 행 동 카테고리 중 하나에 속할 확률을 저장한다. 사용자 모델에 입럭을 위해, HYDRIVE는 네트워 크 노드를 생성하고 관찰된 행동 카테고리의 확 률욜 1 로 하여 네트워크에 추가한다. 이것은 HYDRIVE의 획득 과정이다. 두 번째 추론은 해 석된 행동 노드에서 "전략적 지식" 같은 보다 높

은 레벨 노드까지 확률올 전파하는 것에 의해 수 행된다. 즉, 가능한 추론은 주로 베이시안 네트워 크 구조와 링크에 연졀뒨 조건적 확률에 표현된 미리 정의된 영역 지식에 의해 결정된다.

확률적 사용자 모델 표현에 사용된 다른 증거 기반 기법으로는 선형 파라메터, 퍼지 논리, 뎀스 터-쉐이퍼 이론(Dempster-Shafer theory) 등이 있다.

## 2.2 적응적 기법

웹 미디어 시스템은 서로 다른 사용자에게 내 용 프리젠테이션과 탐색 지원을 이용하여 동적으 로 적웅할 수 있는 시스템을 말한다. 현존하는 웹 미디어 시스템은 교육용 하이피미디어 시스 템, 온라인 정보 시스템, 온라인 도움 시스템, 정 보 검색 하이퍼미디어 시스템, 공공 정보 시스템, 그리고 개인의 관심을 관리하는 시스템 등으로 구분할 수 있다[5].

동적 적웅 웹 미디어에서 동적 적웅 될 수 있 는 것은 내용 단계와 링크 단계로 구분하고 첫 번째를 동적 적웅 프리젠테이션, 두 번째를 동적 적응 탐색 지원이라고 부른다[4].

동적 적웅 프리잰테이션은 현재 사용자의 지 식, 목적 둥 각 사용자들 간의 서로 다른 톡징들 을 가지고 사용자가 접근하려는 페이지의 내용을 동적 적웅시키는 것이다.

동적 적응 프리젠테이션 방법으로는 추가 설 명, 선행 설명, 비교 설명, 설명 방법의 변화, 재 분류 등이 있다. 이 중에서 가장 호웅이 좋은 방 법은 추가적인 설명이 나오는 방법이다. 이 방법 의 목적은 추가설명을 원하거나 필요로 하는 사 용자들에게 추가적인 정보, 설명, 실례 둥을 제공 하는 것이다. 동적 적응 프리젠테이션에 사용되 는 기술로는 조건 텍스트, 텍스트 펼치기, 프레그 먼트 다양화, 페이지 다양화, 프레임기반 기술 등 이 있다.

동적 적옹 탐색 지원은 사용자의 목적과 지식, 그리고 개별적인 사옹자의 다른 톡징들을 가지고 프리젠테이션되는 링크의 방법을 동적 적옹함으 로써 하이퍼공간 내의 경로를 사용자가 찾을 수 있도록 도와주는 것이다.

동적 적웅 탐색 지원에서 사용되는 방법으로 전역적 안내, 지역적 안내, 방향 지원 둥이 있다. 전역적 안내는 사용자가 한 주제에 대해 학습하 고 싶을 때 사용자가 원하는 것을 명확히 지적해 주는 것과 사용자가 의미 있는 페이지들올 읽도 록 순서를 부여하여 사용자에게 제안하여 다양한 범위에서 시스템이 탐색 경로률 제안하는 것으로 교육용 하이퍼미디어에서 유용하다.

동적 적웅 탐색 지원에서 사용되는 기술로는 링크 숨기기, 링크 주석, 직접 안내, 링크 분류, 사이트 맵 등이 있다. 현재 가장 많이 사용되는 동적 적응 탐색 지원 기법은 링크 숨기기이다. 기본 원리는 학습자의 현재 목적과 적절한 관련 이 없거나 읽을 필요가 없는 링크를 숨김으로써 탐색 공간을 제한하기 위한 것이다. 링크 분류는 사용ㅈㅏㅗㅗ델에 표기된 학습자 톡성에 따라 학습자 에제 적합한 노드를 가장 쉽게 인식할 수 있는 방법올 기준으로 톡정 페이지의 모든 링크를 분 류하여 제시하는 방법이다[3].

## 3.학튤적 해석기반의 둥적 적용 모멤

이 장에서는 웹 미디어에서 웅용영역을 모델링 하기 위한 스키마구조와 사용자를 동적으로 분류 하기 위한 모델을 제안한다.

## 3.1 응용 영역 스키마 구조

이 절에서는 웹 미디어 스키마 구조에서 아크 의 가중치에 대한 확률저 해석울 제안한다. 이것 은 웹 미디어 구조에서 사용자의 탐색 행위를 추 적하여 사용자 행위에 대한 잠재적 속성을 바탕 으로 사용자 분류를 하는데 사용된다. 즉, 사용자 모델은 초기에 스테레오타입(stereotype)으로 구 축하고, 실행 시에 사용자 행위를 모니터해서 사 용자의 행위에 따라 사용자 모델의 프로파일올 동적으로 조정하는 것이다.

이 논문에서는 전쳬 응용 영역을 동적 적응 컨 텐츠 객체의 가중치 방향성 그래프로 생각한다. 이를 수식으로 나타내면, M개의 다른 프로파일 올 갖는 웅용 영역과 동적 적응 컨텐츠 객체의 집합을 N 이라 하면, 프로파일 $\mathrm{k}=1, \cdots, \mathrm{M}$ 에 대해 i

EN인 i라는 노드에 j라는 도학 노드까지의 출력 링크를 집합 $L_{i k}$ 라 하자．가중치 방향성 그래프 $\mathrm{G}=(\mathrm{N}, \mathrm{E})$ 에서 N 은 각 노드를 나타내고 E 는 각 방향성 아크를 나타내며，이를 수식으로 표현하 면 다음과 같다．

$$
\begin{aligned}
& G_{k}=\left(N_{k}, E_{k}\right) \\
& E=L_{i 1} \cup L_{i 2} \cup \cdots \cup L_{i M}=\bigcup_{\substack{ \\
k=1, \cdots}} L_{i k}
\end{aligned}
$$

수식을 단순화하기 위해 가중치 방향성 그래프 G 에서 각 프로파일에 대옹하는 노드와 아크를 가중치 그래프 $G_{k}(k=1, \cdots, M)$ 라하고，이 $G_{k}$ 를 논리적 탐색 그래프라 한다．

그러면 $G_{k} N_{k} E_{k}$ 는 다음과 같이 정의할 수 있 다．

$$
\begin{aligned}
& G_{k}=\left(N_{k} E_{k}\right) \\
& N_{k}=\{i \mid(i, j, k) \in E \vee(j, i, k) \in E\} \\
& E_{k}=\{(i, j) \mid(i, j, k) \in E\}
\end{aligned}
$$

$E_{k}$ 에서（ $\mathrm{i}, \mathrm{j}$ ）아크의 가중치를 $W_{k}(i, j)$ 라 하고 이것을 조건부 확률 $P(A k, i)$ 로 정의하자．즉，프 로파일 k 에 속한 사용자가 i 노드에 도착해서 j 노드에 링크될 조건부 확률로 다음과 같이 정의 된다．

$$
\begin{aligned}
& W_{k}(i, j): E_{k} \rightarrow[0,1] \\
& W_{k}(i, j)=P(j \mid k, i),(i, j) \in E_{k}, \quad k=1, \cdots, M
\end{aligned}
$$

$P(1 k, i)$ 는 한 노드에서 그 자신으로 링크가 될 확률로，불가능한 경우를 나타내며 따라서 확률 은 영（0）이고，각 노드 i 에서 각 프로파일로의 출력 아크의 조건부 확률의 합은 항상 1 이 된다． 즉，

$$
\begin{aligned}
& \forall i \in N_{k}, W_{k}(i, 1)+W_{k}(i, 2)+\cdots+W_{k}(i, M) \\
& =\sum_{j=1}^{M} W_{k}(i, j)=1 \\
& \text { 이 고, 조전부 확률로 보면 } \\
& P(1 \mid k, i)+P(2 \mid k, i)+\cdots+P(M \mid k, i)=1
\end{aligned}
$$

이 된다．
그래프 $G_{k}$ 에서 패스 S 를 순서 있는 노드의 집 합으로 다음과 같이 정의한다．

$$
S=\left\{S_{0}, S_{1}, \cdots, S_{l} \mid\left(S_{j}, S_{j+1}\right) \in E_{k}, j=0, \cdots, l-1\right\}
$$

조건 $\left(S_{j}, S_{j+1}\right) \in E_{k}$ 가 다른 논리적 탐색 그래

프를 포함하는 패스룰 허락하도록 완화하기 위하 여 패스에 대한 표준적 아크 기반 정의를 사용하 지 않는다．이것은 프로퐈일 k 를 갖는 사용자가 노드 $S_{j}$ 에서 $S_{j+1}$ 로의 링크를 선택하고 사용자 가 새로운 프로파일 h 로 이동된다면， G 에 속하는 것으로 판단하여 다른 조건 $\left(S_{j+1}, S_{j+2}, h\right) \in E$ 을 고려하게 된다．

논리적 탐색 그래프에 포함되는 폐스는 사용자 탐색 행위 동안 다른 프로파일로 이동된 사용자 의 경우에도 패스가 허락된다．

프로파일 k 에 속한 사용자가 패스 S 를 따를 확률은 다음과 같다．

$$
\begin{aligned}
& P_{s}^{k}=W_{k}\left(S_{0}, S_{1}\right) \times \cdots \times W_{k}\left(S_{l-1}, S_{l}\right) \\
& =\prod_{j=0} W_{k-1}\left(S_{j}, S_{j+1}\right) \\
& =P_{s}^{k}\left(S_{1} \mid K, S_{0}\right) \times P_{s}^{k}\left(S_{2} \mid K, S_{1}\right) \times P_{s}^{k}\left(S_{l} \mid K, S_{l-1}\right)
\end{aligned}
$$

여기서 $S_{i j}^{k}$ 는 프로파일 k 에 속하는 아크를 통 하는 노드 i 와 j 사이의 일반적인 패스이다．$P_{s}^{*}$ 는 패스 S 에 속하는 아크에 확률을 계산하는 것으 로，주어진 프로파일 k 에 대해 i 에서 j 의 노드 사 이의 패스 중 가장 ㅉ⿰⿱䒑䶹犬女⿱氏丶氏女 은 패스를 $S_{i j}^{*}$ 라 하고 프로 파일 k 에 대해 i 에서 j 노드 사이에 패스 S 의 확 률 중 최대 확률을 $P_{i j}^{*}$ 라 하자．그러면 $P_{i j}^{*}$ 는 다 음과 같이 정의할 수 있다．

$$
{\widetilde{P_{i j}}}_{k}=\max _{S_{i j}^{k}}\left(P_{S_{i}^{\prime}}^{k}\right)
$$

이 논문에서는 웹 미디어 구조의 본질적 속성 과 3 개의 이산 확률 분포 함수（PDF；discrete Probability Distribution Function）로 모델을 제안 한다．

1．$\mu(\mathrm{k})$ 는 각 프로파일 k 에 대해，$G_{k}$ 에서 가장 짧은 패스의 확률의 평균값에 비례하는 값으로 다음과 같이 정의된다．

$$
\mu(k)=\frac{\sum_{q=1}^{M}\left[\sum_{\left(i, j \in E_{i}\right.} P_{i j}^{\prime} \delta(k-q)\right]}{\sum_{q=1}^{M} \sum_{(i, j) \in E_{\mathrm{o}}^{\prime}} P_{i j}}
$$

이 이산 확률 분포 함수의 값이 높은 것은 웹 미디어 내에 가장 알맞은 패스가 있다는 것을 의 미한다．

2． $\mathrm{p}(\mathrm{k})$ 는 각 프로퐈일 k 에 대해，$G_{k}$ 에서 가장

짧은 패스의 길이의 평균값에 비례하는 값으로 다음과 같이 정의하자.

$$
\begin{equation*}
p(k)=\frac{\sum_{q=1}^{M}\left[\sum_{(i, j) \in E_{i}}\left|S_{i j}^{S_{i}}\right| \delta(k-q)\right]}{\sum_{q=1}^{M} \sum_{(i, j) \in E_{i}} S_{i j}^{0}} \tag{식2}
\end{equation*}
$$

이 이산 확률 분포 함수 값이 높다는 것은 전 체적인 개별화 과정에 장점이 될 수 있는, 웹 미 디어 내에 보다 긴 알맞은 패스를 의미한다.
3. $n(k)$ 는 각 프로파일 $k$ 에 대해, 해당 프로파 일에 속한 노드의 수로 정의한다.


이들 값은 시간에 따라 변한다는 것을 유념해 야 한다. 웹 미디어 구조는 노드나 아크, 가중치 둥이 추가되거나 제거될 수 있는 둥 동적으로 수 정될 수 있다. 이는 여러 사용자의 행위률 일부 자둥화된 관찰에 근거하거나 저작자에 의해 응용 영역의 증가된 지식에 근거하여 수정된다.

프로파일의 본질적 관련성을 나타내는 가중치 중앙값(weighted medium)은 다음과 같이 계산된 다.

$$
\begin{equation*}
s(k)=\frac{\beta_{0} \mu(k)+\beta_{1} n(k)+\beta_{2} p(k)}{\beta_{0}+\beta_{1}+\beta_{2}} \tag{식4}
\end{equation*}
$$

여기서, $\mu(k)$ 와 $p(k)$ 의 값은 노드가 없는 프로 파일은 높은 확률을 갖는 패스를 가질 수 없기 때문에 서로 적절하게 조절되어야 한다. $s(k)$ 에서 각 항의 높은 값은 프로파일 k 에 대한 높은 관렬 성을 나타내며, 따라서 $\beta_{i}>0$ 이다.

## 3.2 사용자 동적 분류

이 논문에서 제안한 확률적 해석은 웹 미디어 구조에서 사용자의 탐색 행위를 추적하여 사용자 행위에 대한 잠재적 속성을 나타내는데 사용될 수 있다. 동적 적응 차원에서 사용자 행위에 관 련된 속성은 사용자에 관한 스테레오타입 모델에 연관해서 나타낼 수 있다.

제안된 시스템은 이산 확률 분포 함수 $A(k)(k=1, \ldots, M)$ 욜 구축하는데, 각 그룹에 사용자의 "확률적 소속" 즉, 얼마나 많이 각 프로파일이 사

용자에게 맞는지를 측정하는 것이다. 즉, 사용자 행위에 기반해서 시스템은 동적으로 사용자에게 가장 적합한 프로파일을 할당한다.

탐색은 시작 노드에 연결된 쳐종 페이지부터 시작한다. 만약 사용자가 이미 등록되어 있다면, 마지막 $A(k)$ 가 현재로 지정된다. 아니면, 사용자 는 일반적 프로퐈일을 할당받거나 질문울 기반으 로 해서 계산된 프로표일을 할당받을 수 있다. $A(k)$ 의 초기값온 $A_{0}(k)$ 라고 한다.

노드 $R_{r-1}$ 를 방문한 사용자가 다음 링크를 요 구헸을 때, 시스템은 새로운 이산 확률 분포 함 수 $A^{\prime}(k)$ 률 사용자 행위 변수와 가중치 중앙값 $s(k)$ 를 기초로 계산하고, 사용자에게 할당될 새로 운 프로파일올 결정한다.

프로파일을 매번 변경하는 것을 피하기 위해, 고정된 일정 시간사이에 $A^{\prime}(k)$ 분산올 평가하여 일정한 기간동안 프로파일올 유지하는 것도 가능 하다. 프로파일의 유지 시간은 탐색 링크의 수 등과 같은 요소를 퉁해 계산할 수 있다.

사용자 행위는 사용자 행위 변수의 집합으로 저장된다.

현재의 프로파일 $K_{c}$

- 현재 이산 확률 분포 함수 $\mathrm{A}(\mathrm{k})(\mathrm{k}=1, \cdots, \mathrm{M})$ 는 각 프로퐈일에 사용자의 소속 확률올 측정한다.
- 최근 탐색한 패스 $R=\left\{R_{1}, \cdots R_{r-1}, R_{r}\right\}$ 는 최 근 방문한 노드를 포함한다. $R_{r-1}$ 은 현재 노드이고 $R_{r}$ 은 다음 노드이다. 최근 아크 $\left(R_{r-1}, R_{r}, K_{c}\right)$ 는 사용자에 의해 선택된 출 력 링크이다.
- 최근 노드에서 시간소모는 $t\left(R_{1}\right), \cdots, t\left(R_{r-1}\right)$ 이다.
$P_{R}^{k}$ 는 프로표일 k 에 속한 아크를 통혀 패스 R 을 따르는 확률로 정의하고 $P_{R}^{*}$ 의 높은 값은 R 에 서 방문된 노드가 프로파일 $\mathbf{k}$ 에 관련된다는 것을 나타낸다. 이것은 실제 패스가 프로파일 k 에 대 해 알맞다는 것을 나타낸다.
$\bar{P}_{R_{1}, R_{r}}$ 는 프로파일 k 에 속한 아크를 퉁해 처음 노드 $R_{1}$ 으로부터 시작하여 다음 노드 $R_{r}$ 으로의

도착율로 정의하고 이 항목은 사용자가 다음 노 드 $R r$ 에 도착할 수 있는 방법을 고려한다．여기 서 값이 높다는 것은 프로파일 k 의 링크를 통해 매우 자연스립게 도착할 수 있는 길이 있다는 것 을 의미한다．
$D^{\dagger}[k]$ 는 노드 $R_{1}$ 에서 $R_{r}$ 로 방문한 노드에서 소비한 시간에 대한 가중치를 각 프로파일 $\mathbf{k}$ 에 대한 분포로 정의한다．예를 들어，$\left\{n_{1}, n_{2}, n_{3}\right\}$ 가 최 근에 방문한 노드이고 $\left\{\mathrm{t}_{1}, \mathfrak{t}_{2}, \mathrm{t}_{3}\right\}$ 가 각 노드에서 소 모한 시간이라 하자．노드 $n_{1}$ 이 프로파일 $\mathbf{k}_{1}$ 과 $\mathbf{k}_{2}$ 에 속하고，노드 $n_{2}$ 가 $k_{2}, k_{3}$ 에 속하고，노드 $n_{3}$ 가 $\mathrm{k}_{1}, \mathrm{k}_{4}$ 에 속한다면，분산은 다음과 같이 계산된다．

$$
D^{t}[k]=\left[\left(k_{1}, t_{1}+t_{3}\right),\left(k_{2}, t_{1}+t_{2}\right),\left(k_{3}, t_{2}\right),\left(k_{4}, t_{3}\right)\right]
$$

$D^{t}[k]$ 는 방문한 노드 상에서 얼마나 시간을 보냈는지를 보여주는데，이것은 프로파일에 대한 분산이고 사용자의 관심을 나타내는 지수가 된 다．방문 시간은 정확해야 하며，정확한 계산식에 관한 홍미로운 접근 방식이［9］에서 제안되었다． 이것을 기초로 3 개의 이산 확률 분포 함수를 정 의한다．

1．$c(k)$ 는 프로표일 k 에 속하는 아크를 통해 R 패스를 따를 확률 $P_{R}^{k}$ 로 다음과 같이 정의된다．

$$
\begin{equation*}
c(k)=\frac{\sum_{i=1}^{M}\left[P_{R}^{i} \delta(k-i)\right]}{\sum_{i=1}^{M} P_{R}^{i}} \tag{식5}
\end{equation*}
$$

2．$r(k)$ 는 처음 노드 $R_{1}$ 으로부터 다음 노드 $R_{r}$ 로 프로표일 $k$ 에 속한 아크률 통해 도달할 가능 률로 다음과 같이 정의된다．

$$
\begin{equation*}
r(k)=\frac{\sum_{i=1}^{M}\left[\mathcal{P}_{R_{1}, R_{r}} \delta(k-i)\right]}{\sum_{i=1}^{M} P_{R_{1}, R_{r}}^{m}} \tag{식6}
\end{equation*}
$$

3．$t(k)$ 는 $R_{1}$ 에서 $R_{r-1}$ 로 방문된 노드의 소요 한 시간을 갖는 가중치의 분포 $D^{t}[k]$ 로 다음과 같이 정의된다．

$$
\begin{equation*}
t(k)=\frac{\sum_{i=1}^{M}\left[D^{\prime}[i] \delta(k-i)\right]}{\sum_{i=1}^{M} D^{\prime}[i]} \tag{식7}
\end{equation*}
$$

사용자의 관심이 바뀌지 않는 임시적인 이탈은 $A(k)$ 상에서 $c(k)$ 와 $r(k)$ 의 영향을 적절히 조절하는 것이 고려될 수 있다．전자는 실제 이동한 패스

를 고려하여，프로파일을 최근 선호도에 따라 이 동시키는데 목적이 있다．

반면 후자는 최근 선택을 무시하여，방문한 노 드 $R_{1}$ 과 $R_{r}$ 사이를 고려하지 않고 가장 쫣은 패스에 대한 것이다．마지막으로 프로파일의 동 적 관련성을 나타내는 가중치 중앙값은 다음 식 으로 계산된다．

$$
\left.d(k)=\frac{\alpha_{0} c(k)+\alpha_{1} \eta(k)+\alpha_{2} t(k)}{\alpha_{0}+\alpha_{1}+\alpha_{2}} \quad \text { (식 } 8\right)
$$

$d(k)$ 에서 각 항목의 높은 값은 프로파일 $k$ 에 대한 높은 관련성을 나타내며，따라서－ $1>0$ 이다．

사용자가 속한 프로파일을 계산하는 주요 아이 디어는 사용자의 동적 행위를 결합하는데 있다． 사용자의 동적 행위는 주로 위상 기하학에 따른 웹 미디어 스키마 $s(k)$ 의 구조적 속성과 퉁합된 $d(k)$ 이다．＜알고리즘 $1>$ 은 사용자 행둥에 기반 한 새로운 확률 분포 함수 $A^{\prime}(k)$ 를 계산한다．
＜알고리즘 $1>$ 새로운 확률 분포 함수 계산

```
INPUT
이사ᄂ 하ᄀ金 부ᄂ豆 핞수 }A(k),Ao(k),s(k
최느ᄂ의 바ᄋ루ᄂ하ᄂ 唯스 R={\mp@subsup{R}{i,\ldots}{\prime},\mp@subsup{R}{r-l}{\prime},\mp@subsup{R}{r}{\prime}}
```



```
OUTPUT
새로유ᄂ 화ᄀ車 벼ᄂ포 하ᄇ수 }\mp@subsup{A}{}{\prime}(k
STEP
새로우ᄂ 이사ᄂ 하ᄀ䡌安포 하ᄆ수 d(k) 계사ᄂ
새로우ᄂ 이사ᄂ 화ᄀ爭定포 하ᄆ수 }\mp@subsup{A}{}{\prime}(k)\mathrm{ 계사ᄂ
    A'(k)=\frac{\mp@subsup{\gamma}{0}{}\mp@subsup{A}{0}{}(k)+\mp@subsup{\gamma}{1}{}A(k)+\mp@subsup{\gamma}{2}{}d(k)+\Delta\mp@subsup{\gamma}{3}{}s(k)}{\mp@subsup{\gamma}{0}{}+\mp@subsup{\gamma}{1}{}+\mp@subsup{\gamma}{2}{}+\Delta\mp@subsup{\gamma}{3}{}}
마ᄂ야, }s(k)\mathrm{ 가 벼ᄂ화하며ᄂ }\Delta=1, 그뻐ᄒ지 않으며ᄂ \triangle=0이다.
```

새로운 $A^{\prime}(k)$ 는 4 가지 항목의 가중치 평균으 로 계산되는데，첫 번째 항목은 초기 사용자의 선택올 나타낸다．두 번째 항목은 상호작용의 스 토리이다．세 번째 항목온 단일 사용자의 동적 행위를 나타내는 반면，네 번째 항목은 웹 미디 어의 구조적 속성을 나타낸다．
$\mathrm{A}^{\prime}(\mathrm{k})$ 에서 각 항목의 높은 값은 프로파일 k 에 대한 높은 관련성을 나타낸다．따라서 $\gamma_{i}>0$ 이 된 다．새로운 프로파일은 $\mathrm{A}^{\prime}(\mathrm{k})$ 분산에서 난수적 추출을 통해서 선택하거나 가장 높은 $A^{\prime}(k)$ 값을 참고한다

## 4．실험 및 평가

이 장에서는 제안된 모텔을 기반으로 프로토타 입 시스템을 설계하고 실험하여 모델의 타당성올 보인다.

## 4.1 동적 적용 시스템 설계

시스템은 (그림 1)과 같이 전체적으로 3개의 모델러와 2 개의 DB 로 구성된다. 영역 모델러는 웹 미디어의 정적 픅성들을 모델링하며, 사용자 모델러는 동적 톡성들올 모델링하게 된다. 동적 적웅 옌진은 정적 특성과 둥적 톡성들을 이용하 여, 사용자에게 가장 알맞은 최적의 프로파일을 동적으로 할당하게 된다. 시스템은 원도우 2000 서버 환경에서 MS-SQL 2000, 웹 서버는 아파치 2.0, 웹 서버 스크립트 컨테이너는 JDK 1.4 와 Tomcat 4.1, 문서의 동적 변환을 위한 COCOON 2.0 을 이용하였다.

(그림 1) 동적 적옹 시스템

다옴은 시스템의 간단한 수행 절차이다.

1. 하이퍼미디어의 구조로부터 계산된 구조적 속성을 분석한다.
2. 행위를 시뮬레이션 할 필요가 있는 전형적 인 사용자 그릅의 집합을 정의하는데, 사용자 클 래스 모델러에 의해서 정의하며 이것은 시스템의 옹답을 검증한다. 여러 다른 사용자 마스크를 각 클래스에 할당할 수 있고, 따라서 사용자의 행위 는 시스템과 같은 상호 작용동안 변경될 수 있 다. 사용자 클래스에 의해 모델링 된 행위는 임 의의 방문 시간이나 아크의 선택을 포합한다.
3. 동적 적웅 엔진에 의해 시뮬례이션이 실행

된다. 동적 적용 엔진은 멀티스레드 머신으로 여 러 사용자의 요청올 생성하고 시각적인 방법으로 로그 결과를 보여준다.
4. 사용자 모뎰러의 융답으로 사용자 클래스에 관한 프로파일 할당 결정을 분석한다.
5. 최종적으로, 확률 분포 함수 결과의 여러 가 지 결과에 따라 다음을 실행한다.

첫째, 이 알고리즘에 사용된 파라미터를 조율 한다. 즉, 불확실한 시간적 윈도우의 질이나 확률 분포 함수의 가중치에 사용된 파라미터의 값 둥 올 저작자가 입력한다. 둘째, 하이퍼미디어 구조 를 조정한다. 이러한 작업들온 저작자의 경험에 따른 판단에 의존적이며, 여러 번의 시뮬레이션 을 통해 가장 알맞은 값올 결정할 수 있다. 저작 자의 결정을 도와줄 수 있는 시뮬레이터에 대한 연구가 필요하다.
4.2 프로그래밍 영역 스키마 구조와 동적 적응

프로그래밍 영역올 모댈링하기 위해 먼저 스키 마 구조를 정의하여야 한다.

(그립 2) 프로파일별 패스에 따론 아크의 가중치

## 확룰

(그림 2)는 객체와 큘래스의 개념에 대한 추상 개넘 다계에서 각 프로파일녈 링크에 가중치가

부가된 방향성 그래프로 구성한 형태이다. 각 프 로파일은 자바 프로그래밍에서 초보자, 중급자, 전문가로 분류하고 학습 목적별로 분류하였다.


프로파일 1 의 화면구성


프로파일 2 의 화면구성


프로파일 3 의 화면구성
(그림 3) 한 노드에서 구성된 프로파일별 화면
(그림 3)은 객체와 끌래스 개념 설명의 한 노 드에서 구성된 프로파일별 화면이다. 하나의 노 드는 동적 적웅 컨텐츠 객체률 의미하고 하나의 동적 적응 컨텐츠 객체 즉, 하나의 페이지에는 여러 개의 링크가 프로파일별로 다르게 구성되어 있다.

## <표 1> 프로파일 1에 대한 일반적인 패스와 확률 값

|  | 있반적인 패스 |  |
| :---: | :---: | :---: |
| $\mathrm{S}^{1}$ | (1,2,3,4,5,6,7) | 0.21 |
| $\mathrm{S}^{2}$ | (1, 2, 3, 4, 5, 7) | 0.09 |
| $\mathrm{S}^{3}$ | $\{1,2,3,4,7\}$ | 0.03 |
| $\mathrm{S}^{4}$ | $(1,2,3,5,6,7)$ | 0.16 |
| $\mathrm{S}^{5}$ | \{1,2,3,5,7\} | 0.07 |
| $S^{\text {K }}$ | \{1,2,4,5,6,7\} | 0.09 |
| $S^{7}$ | (1,2,4,5,7) | 0.04 |
| $S^{*}$ | $(1,2,4,7)$ | 0.01 |
| $\mathrm{S}^{9}$ | $(1,4,5,6,7)$ | 0.19 |
| $\mathrm{S}^{31}$ | \{1,4,5,7\} | 0.08 |
| $\mathrm{S}^{11}$ | $\{1,4,7\}$ | 0.03 |

모든 프로파일 중 프로파일 1 에서 보면 시작 노드 N 1 에서 목적 노드 N 7 로 갈 수 있는 일반적 인 패스와 패스 S 의 확률 값은<표 $1>$ 과 같다.

노드 1 올 제외한, 시작 노드 Ni 에서 목적 노드 N7로의 갈 수 있는 일반적인 패스와 패스 S 에

따르는 확률 값은 <표 $2>$ 와 같다
<표 2> 패스 $S$ 에 따르는 프로파일 1 의 일반적인 패스와 학훌 값

| N2-N7 |  | N3-N7 |  | N4-N7 |  | NS-N7 |  | N6-N7 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (2, , ,4,5,6,7] | 0.30 | (3,4,5,6,7) | 0.38 | (4,5,6,7) | 0.63 | (5,6,7) | 0.7 | 16,7) | 1.0 |
| \{2,3,4,5,7) | 0.13 | (3,4,5,7) | 0.16 | 14,5,7) | 0.27 | [5,7] | 0.3 |  |  |
| \{2, 3, 4, 7 | 0.05 | $(3,4,7)$ | 0.06 | [4,7) | 0.1 |  |  |  |  |
| \{2, 3, ,6,, 7$\}$ | 0.22 | $(3,5,6,7)$ | 0.28 |  |  |  |  |  |  |
| (2, 3, 5, 7 | 0.10 | $(3,5,7)$ | 0.12 |  |  |  |  |  |  |
| (2,4,5,6,7) | 0.13 |  |  |  |  |  |  |  |  |
| \{2,4,5,7 | 0.05 |  |  |  |  |  |  |  |  |
| \{2,4,7\} | 0.02 |  |  |  |  |  |  |  |  |

프로파일 1 에 대해 N1와 N7의 두 노드 사이에 가장 짮은 패스 $\bar{S}_{1}^{17}$ 는 $S^{11}=\{1,4,7\}$ 이고 확률의 최대값을 가지는 패스 $\widetilde{P}_{1}^{17}$ 는 $P_{S^{1}=0.21}^{1}$ 이다. 그 외 프로파일 1 에 대해 두 노드 사이에 가장 짧은 패스 $\bar{S}_{i j}$ 와 확률의 최대값을 가지는 패스 $\bar{P}_{i j}$ 는 <표 3>과 같다.
<표 3> 두 노드 사이에 가장 짧은 패스와
확률의 최대값

| $\tilde{S}_{i}^{k}$ | $\mathrm{i}=1$ | $\mathrm{i}=2$ | $\mathrm{i}=3$ | $\mathrm{i}=4$ | $\mathrm{i}=5$ | $\mathrm{i}=6$ | $\sum \tilde{S}_{i}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{k}=1$ | 2 | 2 | 2 | 1 | 1 | 1 | 9 |
| $\mathrm{k}=2$ | 2 | 3 | 3 | 2 | 2 | 1 | 13 |
| $\mathrm{k}=3$ | 3 | 2 | 0 | 2 | 1 | 1 | 9 |


| $\tilde{P}_{i}^{\prime}$ | $\mathrm{i}=1$ | $\mathrm{i}=2$ | $\mathrm{i}=\mathbf{3}$ | $\mathrm{i}=4$ | $\mathrm{i}=5$ | $\mathrm{i}=6$ | $\tilde{\boldsymbol{\sigma}}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{k}=1$ | 0.21 | 0.30 | 0.38 | 0.63 | 0.70 | 1.00 | 3.22 |
| $\mathbf{k}=2$ | 0.19 | 0.30 | 0.38 | 0.63 | 0.90 | 0.90 | 3.30 |
| $\mathbf{k}=3$ | 0.36 | 0.45 | 0.00 | 0.56 | 0.80 | 1.00 | 3.17 |

(식 1), (식 2), (식 3)에 의하여 계산된 결과인 각 프로퐈일에 대한 하이퍼미디어의 구조적 속성 값온 <표 4>와 같다.
<표 4> 각 프로파일에 대한 하이퍼미디어의 구조적 속성값

| 프로파율 | $u(k)$ | $n(k)$ | $p(k)$ | $s(k)$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.33 | 0.35 | 0.29 | 0.32 |
| 2 | 0.34 | 0.35 | 0.42 | 0.37 |
| 3 | 0.33 | 0.30 | 0.29 | 0.31 |

## 4.3 사용자 분류

현재 노드 N 3 ㄹㄹㄹ 방문한 사용자가 다음 링크로 노드N4가 올 경우 시스템은 새로운 이산 확률 분포 합수 $A^{\prime}(k)$ 를 사용자 행위 변수와 가중치 평균 $s(k)$ 를 기초로 계산하고, 사용자에게 할당될

새로운 프로파일을 결정한다．
가 프로파일에 대해，현재 이산 확률 분포 합 수 $A(k)(k=1, \cdots, M)$ 는 각 프로파일에 사용자의 확률로 저작자가 초기애 할담한 값으로

$$
A(1)=0.33
$$

$A(2)=0.33$ ，
$\mathrm{A}(3)=0.33$ 로 놓자．
각 노드에서 각 프로파일녈 사융자가 소비한 시간은＜표 $5>$ 와 같다．
＜표 5＞프로파일볇 노드에서 소비한 시간
（단위：초）

| 프로파일 노드 | N 1 | N 2 | N 3 | N 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 60 | 55 | 45 | 45 |
| 2 | 42 | 38 | 30 | 45 |
| 3 | 35 | 35 |  | 42 |

각 프로파일별 사용자가 최근 탐색한 패스 $R$ 과 아크롤 통헤 처음 노드 $R_{1}$ 으로부터 시작하여 다음 노드 $R_{r}$ 으로의 도착율 그리고 방문한 노드 에서 소비한 시간에 대한 가중치는＜표 6 ＞과 같 다．
＜표 6＞프로파일별 패스와 시간에 대한 속성값

| 프쪼파잋 | $\mathbf{R}$ | Pre | $\mathbf{T}$ |
| :---: | :---: | :---: | :---: |
| 1 | $\{1,2,3,4\}=0.34$, | 0.34 | 160 |
| 2 | $\{1,2,3,4\}=0.29$, | 0.30 | 110 |
| 3 | $\{2,4\}=0.80$ | 0.64 | 70 |

사용자가 속한 프로파일을 계산하는 주요 아이 디어는 사용자의 동적 행위률 결합하는데 있다． 단일 사용자의 동적 행위 값과 하이퍼미디어 구 조적 속성값은＜표 7＞과 같다．
＜표 7＞단일 사용자의 동적 행위 값과 하이펴미디어 구조적 속성값

| 프로파일 | $\mathbf{c}(\mathbf{k})$ | $\mathbf{r}(\mathbf{k})$ | $\mathrm{t}(\mathbf{k})$ | $\mathrm{d}(\mathbf{k})$ | $\mathbf{s}(\mathbf{k})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.24 | 0.27 | 0.47 | 0.29 | 0.35 |
| 2 | 0.20 | 0.23 | 0.32 | 0.24 | 0.35 |
| 3 | 0.56 | 0.50 | 0.21 | 0.47 | 0.30 |

＜알고리즘 $1>$ 에 의해 사용자의 행둥에 기반 한 새로운 확률 분포 함수 $A^{\prime}(k)$ 률 계산하면， $\mathrm{A}^{\prime}(1)=0.33, \mathrm{~A}^{\prime}(2)=0.31, \mathrm{~A}^{\prime}(3)=0.36$ 이 된다．따라 서，사용자의 행동을 2 가지로 분석할 수 있다．

첫 번째는 프로파일 1 과 프로파일 2 는 $A^{\prime}(k)$ 의 값이 저작자가 설정한 초기값 0.33 보다 차이가
$10 \%$ 이내이므로 프로파일올 변경하지 않고 $A^{\prime}(k)$ 이 $A(k)$ 로 적용하여 다음 노드로 진행하고， 두 번쩨 프로파일 3 은 $A^{\prime}(k)$ 의 값이 0.33 보다 차 이가 $10 \%$ 이상이므로，다음 노드 진행 시 프로파 일을 변경하고 사용자에 적합한 화면올 제공하여 동적으로 직옹시킨다．그리고 다음 노드 진행 시 에는 $\mathrm{A}^{\prime}(3)$ 은 초기값으로 설정한다．

계속해서 노드 N 4 를 방문한 사용자가 다음 링 크로 N5률 선댁할 경우＜알고리즘 $1>$ 에 의해 새로운 확률 분포 함수 $A^{\prime}(k)$ 를 계산하면，＜표 $8>$ 과 같이 $\mathrm{A}^{\prime}(1)=0.34, \mathrm{~A}^{\prime}(2)=0.33, \mathrm{~A}^{\prime}(3)=0.32$ 이 된다．따라서 노드 N 5 를 선택하였을 경우에는 각 프로파일별 확률 분포 함수가 0.03 사이에 있으므 로 다음 노드로 진행한다．
＜표 8＞사용자 행동에 기반 한 새로운 확률 분포 함수 계산 값

|  | N30N4 |  | N40N5 |  | ．．． |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { 플롱 } \\ & \text { 가잉 } \end{aligned}$ | $\begin{aligned} & \text { 書정값 } \\ & \mathrm{A}^{\prime}(\mathrm{K}) \end{aligned}$ | $\begin{aligned} & \text { 정융묀 } \\ & \text { A(K) } \end{aligned}$ | $\begin{aligned} & \text { A청랎 } \\ & \mathrm{A}^{\prime}(\mathrm{K}) \end{aligned}$ | $\begin{gathered} \text { 적 } \overbrace{8} ㄷ ㅣ ㄴ ~ \\ A(K) \end{gathered}$ | $\cdots$ |
| 1 | 0.33 | 0.33 | 0.34 | 0.34 | $\cdots$ |
| 2 | 0.31 | 0.31 | 0.33 | 0.33 | ．．． |
| 3 | 0.36 | 0.33 | 0.32 | 0.32 | ．．． |

## 4.3 동적 적옹의 실효성 분석 및 평가

개발한 시스템은 대학의 컴퓨터계열 1학년 학 생 80명을 대상으로 실시하였으며，＜표 9＞와 같 이 전체적으로 각각 20 명씩 네 개의 그룹으로 분 리하여 실험하였다．
＜표 9＞실험율 위한 간강그ㄹㅠㅜㅂ병 동적 적융

| 구푠 | 동적 적웅 있윰 | 동적 적융 없율 |
| :---: | :---: | :---: |
| 제어구조 | 그룹1 | 二㩆2 |
| 겻체지향 개념 | 그룹3 | 二工二鿬4 |

실험은 자바 프로그래밍 언어에서 제어구조와 객체지향 개념의 2 개의 장을 선점하였고 시스템 을 이용해 동적 적웅 기능이 있는 것과 동적 적 옹 기능이 없는 것올 개발하였다．

실혐은 4 주 동안 진행되었고，처음 2 시간 동안 학생들은 시스템의 사용법과 특징들에 대한 소개 률 하였다．소개 후 1 시간 동안 시스템올 사용헸 고 질의옹답 시간이 주어졌다．질의응답 시간을

통해 대부분의 학생들이 사용에 어려움올 느끼지 않고 있음을 알 수 있었다．

## ＜표 10＞그魯皆 탐색 핫수의 통계량

|  | $\begin{array}{\|c} \hline \text { 학생 } \\ \text { 人 } \\ \hline \end{array}$ | $\begin{gathered} \text { 최대 } \\ \text { 찺 } \end{gathered}$ | $\begin{aligned} & \text { 최소 } \\ & \text { 갗 } \\ & \hline \end{aligned}$ | 평균 | $\begin{gathered} \text { 중ㄱㅏㅏ } \\ \text { 값 } \\ \hline \end{gathered}$ | 표운차 | 분산 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 그롭 | 20 | 63 | 51 | 55.80 | 56 | 2.78 | 7.75 |
| 그륩2 | 20 | 77 | 62 | 67.40 | 68 | 3.22 | 10.36 |
| 그롭 | 20 | 67 | 48 | 52.11 | 51 | 4.80 | 23.04 |
| 그量4 | 20 | 76 | 67 | 72.28 | 73 | 2.68 | 7.17 |

실험에서 각 그룹별로 학습목표를 얻을 때까지 탐색 한 횟수를 촉정한 결과를 요약하면＜표 $10>$ 과 같다．

동적 적웅이 있는 그륩 1 과 3 이 동적 적웅 없 는 그륩 2 와 4 보다 탐색 휫수가 상당히 낮은 결과 를 얻었으며，이는 제안 모델과 시스템이 학생들 의 수준에 따라 동적 적옹을 수행한다고 평가할 수 있다．또한 실헙의 영역별 즉，제어 구조를 학 습한 그룹 1 ，그룹 2 와 객체지향 개념올 학습한 그룸 3 ，그룹 4 를 비교해 보면，객체 지향 개념을 학습한 그룹 3 과 그룹 4 가 보다 많이 동적 적옹 을 하고 있음을 알 수 있다．이는 객체 지향 개 넘이 제어 구조보다 보다 복잡하고 어려운 점에 서 원인을 찾을 수 있으며，모델과 시스템이 보 다 복잡한 응용에서 동적 적웅이 많이 발생하는 것올 알 수 있다．각 그룹의 탐색 횟수를 그래프 로 표현하면（그림 4）와 같다．

（그림 4）각 그룹의 탐색 혓수

## 5．져ㄹㅡㅡㄹ

이 논문에서는 웹 미디어 시스템에서 이산 확 률 해석과 사용자 프로표일 기반의 동적 적용 모 델을 제안하였다．

확률적 해석 기법은 전체 옴용 영역올 동적 적

웅 컨텐츠 객체의 가중치 방향성 그래프로 생각 한 논리적 탐색 그래프률 퉁해，옙 미디어가 갖 고 있는 정적 특성을 이용한 이산 확률 분포 함 수이다．

이러한 확률적 해석은 왭 미디어 구조에서 사 용자의 탐색 행위를 추적하여 얻을 수 있는 사용 자 행위에 대한 잠재적 속성을 나타내는 데，동 적 적융 차원에서 사용자 행위에 관련된 속성을 사용자에 관한 스테레오타입 모델에 연관하여 나 타내었다．

사용자 행위는 사용자 행위 변수의 집합으로， 혈재 프로파일，현재 이산 확률 분포 함수，최근 탐색한 패스，최근 노드에서 시간 소모 둥을 바 탕으로 세 개의 이산 확률 분포 함수를 제안하였 고，이것을 바탕으로 사용자 분류를 하는 새로운 접근 방식을 제안하였다．

동적 적응 컨텐츠 객체는 사용자에게 제시될 페이지 개념의 단위로서，동적 적웅 프리잰테이 션의 대상이 된다．추상 개념롸 응용 영역은 동 적 적옹 컨텐츠 객체를 방향성 그래프 구조로 나 타내서 동적 탐색과 사용자 행위에 대한 평가를 할 수 있도록 하였다．

실험온 프로그래밍 영역에서 수행하였으며 초 기에 구축된 스테레오타입의 사용자 모델을 실행 시에 사용자 탐색 행위를 추적하여 사용자의 행 위에 따라 사용자에게 적합한 프로파일올 동적으 로 적웅시킴으로써，학습 목표에 도달하는데 상 당한 탐색 휫수를 줄일 수 있었다．또한，동적 적 응 시스템이 사용자에게 효용성을 주고 있었으나 효율성을 저작 시 사용자의 스테레오타입 데이터 와 추상 개념의 가중치 값의 정확성에 의존한다 는 젓을 확인하였다．향후 연구로는，정확한 가중 치 값을 저작자가 쉅게 결정할 수 있도록 하는 시물레이터에 대한 연구가 필요하다．
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