MAXIMUM MODULI OF UNIMODULAR POLYNOMIALS
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ABSTRACT. Let $\sum_{|\alpha|=m} s_\alpha z^\alpha$, $z \in \mathbb{C}^n$ be a unimodular $m$-homogeneous polynomial in $n$ variables (i.e. $|s_\alpha| = 1$ for all multi indices $\alpha$), and let $R \subset \mathbb{C}^n$ be a (bounded complete) Reinhardt domain. We give lower bounds for the maximum modulus $\sup_{z \in R} |\sum_{|\alpha|=m} s_\alpha z^\alpha|$, and upper estimates for the average of these maximum moduli taken over all possible $m$-homogeneous Bernoulli polynomials (i.e. $s_\alpha = \pm 1$ for all multi indices $\alpha$). Examples show that for a fixed degree $m$ our estimates, for rather large classes of domains $R$, are asymptotically optimal in the dimension $n$.

0. Introduction

In his study [5] of Dirichlet series $\sum_{n=1}^{\infty} \frac{a_n}{n^s}$ Harald Bohr considered vertical strips of uniform, but not absolute convergence of such a series. More precisely, he considered those nonnegative numbers $A$ and $B$ for which a given Dirichlet series $\sum_{n=1}^{\infty} \frac{a_n}{n^s}$ converges conditionally (i.e., absolutely) in the half plane $\{s \in \mathbb{C} : \text{Re } s > A\}$, but converges uniformly on the half planes $\{s \in \mathbb{C} : \text{Re } s \geq B + \varepsilon\}$, $\varepsilon > 0$. Bohr asked for the maximal possible width $d := B - A$ of such a strip, and proved that $d \leq \frac{1}{2}$. Bohnenblust and Hille in [6] were able to show that $d = \frac{1}{2}$. In the context of nuclearity and absolute bases for spaces of holomorphic functions over infinite dimensional domains, Dineen and Timoney in [14] gave a new proof based on probabilistic methods. Finally, Boas in a beautiful paper [2] produced a proof in which one of the key ingredients is the Kahane-Salem-Zygmund Theorem (see
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This probabilistic result, for each degree $m$ and each dimension $n$, assures the existence of an $m$-homogenous Bernoulli polynomial $P(z) = \sum_{|\alpha|=m} s_\alpha z^\alpha$ on $\mathbb{C}^n$ for which
\[
\sup \{|P(z)| : |z_k| < 1, \ k = 1, \ldots, n\} \leq C n^{\frac{m+1}{2}} \sqrt{\log m},
\]
where $C$ depends neither on $n$ nor on $m$. A similar argument was used by Boas and Khavinson [3, proof of Theorem 2] in their study of Bohr’s power series theorem in several variables (see also [1], [9] and [13]).

The main goal of this paper is to give, in a systematic way, upper and lower estimates for the maximum modulus $\sup_{z \in R} |\sum_{|\alpha|=m} s_\alpha z^\alpha|$, where $\sum_{|\alpha|=m} s_\alpha z^\alpha$ is an arbitrarily given $m$-homogeneous Bernoulli polynomial in $n$ variables (i.e., a polynomial of the form $\sum_{|\alpha|=m} s_\alpha z^\alpha$, where the coefficients $s_\alpha$ for all $\alpha$ are signs) and $R$ some Reinhardt domain in $\mathbb{C}^n$. In section 2 we obtain for every unimodular $m$-homogeneous polynomial (i.e., every polynomial of the form $\sum_{|\alpha|=m} s_\alpha z^\alpha$, $z \in \mathbb{C}^n$, where $s_\alpha \in \mathbb{C}$ satisfies $|s_\alpha| = 1$ for all multi indices $\alpha$) and every Reinhardt domain $R$ lower bounds for the maximum modulus $\sup_{z \in R} |\sum_{|\alpha|=m} s_\alpha z^\alpha|$. In section 3 we give upper estimates for the average of such maximum moduli taken over all possible $m$-homogeneous Bernoulli polynomials. As a consequence we prove for certain classes of domains the existence of $m$-homogeneous Bernoulli polynomials which have maximum moduli as small as possible. Moreover, we apply our results to various concrete classes of domains $R$ in $\mathbb{C}^n$.

1. Preliminaries

We shall use standard notation and notions from Banach space theory as presented e.g. in [22] or [28]. If $X$ is a Banach space over the scalars $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$, then $X^*$ is its topological dual and $B_X$ is its open unit ball. We denote the Banach-Mazur distance of two Banach spaces $X$ and $Y$ by $d(X, Y)$.

For all needed background on polynomials defined on Banach spaces we refer to [12] and [16]. $\mathcal{P}^m(X)$ denotes the space of all $m$-homogeneous scalar valued polynomials $P$ on a Banach space $X$, which together with the norm $\|P\| := \sup\{|P(x)| : \|x\| \leq 1\}$ forms a Banach space. A subset $U$ of $\mathbb{C}^n$ is called circled if $\lambda x \in U$ for all $\lambda \in \mathbb{C}$, $|\lambda| = 1$. A complete bounded Reinhardt domain $R \subset \mathbb{C}^n$ is a bounded domain that is complete and $n$-circled, i.e. if $x = z_1e_1 + \cdots + z_ne_n \in R$, then $\lambda(e^{\theta_1}z_1e_1 + \cdots + e^{\theta_n}z_ne_n) \in R$ for all $\lambda \in \mathbb{C}$, $|\lambda| \leq 1$ and all $\theta_1, \ldots, \theta_n \in \mathbb{R}$. A basis $(x_n)$ of a Banach space $X$ is said to be unconditional if there is
a constant $C \geq 1$ such that for all $\mu_1, \ldots, \mu_n \in \mathbb{K}$ and all $s_1, \ldots, s_n \in \mathbb{K}$ with $|s_k| \leq 1$, we have $|| \sum_{k=1}^{n} s_k \mu_k x_k || \leq C || \sum_{k=1}^{n} \mu_k x_k ||$; in this case the best constant is denoted by $\chi((x_n))$, the unconditional basis constant of $(x_n)$. All unconditional bases considered in this paper are normalized.

For $X = (\mathbb{K}^n, ||.||)$ denote by $\chi_{mon}(\mathcal{P}(\mathcal{M} X))$ the unconditional basis constant of the monomials $\{ z^\alpha : |\alpha| = m \}$.

We call a Banach space $X = (\mathbb{K}^n, ||.||)$ symmetric if the canonical vectors $e_k$ form a symmetric basis, i.e. $||x|| = || \sum_{k=1}^{n} s_k x_{\pi(k)} e_k ||$ for each $x \in X$, each permutation $\pi$ of $\{1, \ldots, n\}$ and each choice of scalars $s_k$ with $|s_k| = 1$. A Banach space $X$ for which $\ell_1 \subset X \subset c_0$ (with norm 1 inclusions) is said to be a Banach sequence space if the canonical sequence $(e_k)$ forms a 1-unconditional basis; it is called symmetric if $||x|| = || \sum_{k=1}^{\infty} s_k x_{\pi(k)} e_k ||$ for each $x \in X$, each permutation $\pi$ of $\mathbb{N}$ and each choice of scalars $s_k$ with $|s_k| = 1$. Recall finally that a Banach lattice $X$ is said to be 2-concave and 2-convex, respectively, if there is a constant $C > 0$ such that $\left( \sum_{k=1}^{n} ||x_k||^2 \right)^{1/2} \leq C \left( \sum_{k=1}^{n} |x_k|^2 \right)^{1/2}$, and $\left( \sum_{k=1}^{n} |x_k|^2 \right)^{1/2} \leq C \left( \sum_{k=1}^{n} ||x_k||^2 \right)^{1/2}$ for all $x_1, \ldots, x_n \in X$, respectively. Here the best constant is denoted by $M_2(X)$ and $M_2(X)$, respectively (see [22]). For the notion of cotype $q$, $2 \leq q < \infty$, of a Banach space $X$ (the cotype constant is denoted by $C_q(X)$) and its relation with convexity and concavity we also refer to [22].

2. Lower bounds for the maximum modulus of unimodular homogeneous polynomials on Reinhardt domains

Fix a degree $m$ and a dimension $n$. We call an $m$-homogeneous polynomial

$$\sum_{|\alpha|=m} s_\alpha z^\alpha, \ z \in \mathbb{C}^n$$

unimodular whenever all coefficients $s_\alpha \in \mathbb{C}$ satisfy $|s_\alpha| = 1$. If all $s_\alpha \in \mathbb{C}$ are signs $+1$ and $-1$, then we speak of an $m$-homogeneous Bernoulli polynomial. Obviously,

$$\sup_{z \in B_{\mathbb{C}^n}} | \sum_{|\alpha|=m} s_\alpha z^\alpha | \leq \sum_{|\alpha|=m} |s_\alpha| = \binom{n+m-1}{m}.$$ 

Conversely, since the monomials $z^\alpha$, $|\alpha| = m$, form an orthogonal system of square integrable functions on the $n$-dimensional torus $T_n$ in $\mathbb{C}^n$ (the
$n$-th cartesian product of $S_{\ell^2}$ endowed with the product measure of the normalized Lebesgue measure $\sigma_1$, we get

$$
\left( \frac{n + m - 1}{m} \right)^{1/2} = \left( \int_{T_n} \left| \sum_{|\alpha| = m} s_\alpha z^\alpha \right|^2 \, dz \right)^{1/2}
\leq \sup_{z \in B_{\ell^2}} \left| \sum_{|\alpha| = m} s_\alpha z^\alpha \right| \leq \binom{n + m - 1}{m}.
$$

(2.2)

Hence, the obvious estimate $\frac{1}{m!} n^m \leq \binom{n + m - 1}{m} \leq n^m$ gives

$$
\frac{1}{\sqrt{m!}} n^{m/2} \leq \sup_{z \in B_{C^n}} \left| \sum_{|\alpha| = m} s_\alpha z^\alpha \right| \leq n^m.
$$

(2.3)

Let us improve the lower bound. We want to show that there is a constant $c_m > 0$ such that for each unimodular $m$-homogeneous polynomial as in (2.1)

$$
c_m n^{m+1 \over 2} \leq \sup_{z \in B_{C^n}} \left| \sum_{|\alpha| = m} s_\alpha z^\alpha \right|.
$$

(2.4)

We are going to obtain this lower estimate as a consequence of the following more general result.

**Proposition 2.1.** Let $X = (\mathbb{C}^n, \|\cdot\|)$ be a Banach space such that the canonical basis $(e_k)_{k=1}^n$ is 1-unconditional. Then for each $m$

$$
\frac{1}{m!} \frac{\left( \sup_{z \in B_X} \left| \sum_{k=1}^n z_k \right| \right)^m}{\chi_{\text{mon}}(P(m X))} \leq \sup_{z \in B_X} \left| \sum_{|\alpha| = m} s_\alpha z^\alpha \right|.
$$

(2.5)

**Proof.** For each unimodular $m$-homogeneous polynomial

$$
\sum_{|\alpha| = m} s_\alpha z^\alpha, \ z \in \mathbb{C}^n
$$

we have

$$
\left( \sup_{z \in B_X} \left| \sum_{k=1}^n z_k \right| \right)^m = \left( \sup_{z \in B_X} \left| \sum_{k=1}^n z_k \right| \right)^m
= \sup_{z \in B_X} \left| \sum_{|\alpha| = m} \frac{m!}{\alpha_1! \cdots \alpha_n!} z^\alpha \right|
$$
By [8, Theorem 3] we know that for each $m$ there is a constant $d_m > 0$ such that

$$\chi_{\text{mon}}(\mathcal{P}^{(m)}\ell_\infty^n) \leq d_m n^{-\frac{m-1}{2}}. \quad (2.6)$$

As $n^m = \left( \sup_{z \in B_{\ell_2^n}} \sum_{k=1}^n |z_k|^m \right)^m$, inequality (2.6) together with Proposition 2.1 gives as desired (2.4) with $c_m := (m!d_m)^{-1}$. In contrast to (2.6) we know that $\chi_{\text{mon}}(\mathcal{P}^{(m)}\ell_1^n)$ for fixed degree $m$ is uniformly bounded from above in the dimension $n$ (see [9, (4.6)]), more precisely

$$\chi_{\text{mon}}(\mathcal{P}^{(m)}\ell_1^n) \leq \frac{m^m}{m!}. \quad (2.7)$$

Hence by Proposition 2.1 we have

i.e., for each fixed degree $m$ the maximum modulus of a unimodular $m$-homogeneous polynomial on $B_{\ell_1^n}$ is uniformly bounded from below in $n$.

More generally, we now prove a theorem which includes (2.4) and (2.7) as particular cases. We will need the following lemma which is related to [3, Theorem 3] and [13, Theorem 3.2].

**Lemma 2.2.** Given $r_1, \ldots, r_n > 0$, consider on $\mathbb{C}^n$ the norm $\|z\| := \sup \{|z_k| : k = 1, \ldots, n\}$ and denote the associated Banach space by $\ell_\infty^n(r_1, \ldots, r_n)$. Then

$$\chi_{\text{mon}}(\mathcal{P}^{(m)}\ell_\infty^n(r_1, \ldots, r_n)) \leq d_m n^{-\frac{m-1}{2}},$$

where the constant $d_m > 0$ is the one from (2.6).

**Proof.** Clearly the open unit ball of $\ell_\infty^n(r_1, \ldots, r_n)$ is the polydisc $\{z \in \mathbb{C}^n : |z_k| < r_k, k = 1, \ldots, n\}$. Let $\sum_{|\alpha|=m} c_{\alpha} z^\alpha$ be an $m$-homogeneous polynomial on $\mathbb{C}^n$ such that

$$\left| \sum_{|\alpha|=m} c_{\alpha} z^\alpha \right| \leq 1, \text{ for all } z \in B_{\ell_\infty^n}(r_1, \ldots, r_n).$$
Then
\[ \left| \sum_{|\alpha|=m} c_\alpha r_k z_k^\alpha \right| \leq 1, \text{ for all } z \in B_{\ell_\infty^n}, \]
which implies
\[ \left| \sum_{|\alpha|=m} c_\alpha r^\alpha z^\alpha \right| \leq 1, \text{ for all } z \in B_{\ell_\infty^n}. \]
Hence, we obtain by (2.6) that
\[ \left| \sum_{|\alpha|=m} c_\alpha r^\alpha z^\alpha \right| \leq d_m n^{m-1 \over 2}, \text{ for all } z \in B_{\ell_\infty^n}, \]
which finally gives as desired that
\[ \left| \sum_{|\alpha|=m} c_\alpha z^\alpha \right| \leq d_m n^{m-1 \over 2}, \text{ for all } z \in B_{\ell_\infty^n}(r_1, \ldots, r_n). \]

The following result is our main lower bound for maximum moduli of unimodular \( m \)-homogeneous polynomials.

**Theorem 2.3.** For each \( m \) there is a constant \( c_m > 0 \) such that for each unimodular \( m \)-homogeneous polynomial \( \sum_{|\alpha|=m} s_\alpha z^\alpha, z \in \mathbb{C}^n \) the following estimates hold.

1. For each Reinhardt domain \( R \subset \mathbb{C}^n \)
\[ c_m \left( \sup_{z \in R} \sum_{k=1}^n |z_k|^m \right) \leq \sup_{z \in R} \left| \sum_{|\alpha|=m} s_\alpha z^\alpha \right|. \]

2. For each Banach space \( X := (\mathbb{C}^n, \|\cdot\|) \) for which the \( e_k \)'s form a 1-unconditional basis
\[ c_m \left( \frac{\sup_{z \in B_X} \sum_{k=1}^n |z_k|^m}{d(X, e_1^m)^{m-1}} \right) \leq \sup_{z \in B_X} \left| \sum_{|\alpha|=m} s_\alpha z^\alpha \right|. \]

3. If, additionally, \( B_X \subset B_{\ell_\infty^n} \) we obtain
\[ c_m \sup_{z \in B_X} \sum_{k=1}^n |z_k| \leq \sup_{z \in B_X} \left| \sum_{|\alpha|=m} s_\alpha z^\alpha \right|. \]

**Proof.** Each Reinhardt domain \( R \) is, by definition, a union of open polydiscs. Given \( u \in R \), we take \( r_1, \ldots, r_n > 0 \) such that \( u \in \{ z \in \mathbb{C}^n : \)}
\[ |z_k| < r_k, \ k = 1, \ldots, n \} \subset R. \] By Proposition 2.1 and Lemma 2.2 there is a constant \( c_m > 0 \) for which

\[
c_m \left( \sum_{k=1}^{n} |u_k| \right)^m \geq \left( \sup_{z \in B_{r_k}(\{r_1, \ldots, r_n\})} \sum_{k=1}^{n} |z_k| \right)^m \geq \left( \sup_{z \in B_{r_k}(\{r_1, \ldots, r_n\})} \sum_{|\alpha| = m} s_{\alpha} z^{\alpha} \right),
\]

and hence (1) is proved. Statement (2) follows from Proposition 2.1 and the fact that by [9, Theorem 6.1] there exists a constant \( d_m > 0 \) such that

\[
(2.8) \quad \chi_{\text{mon}}(P^{m} X) \leq d_m d(X, \ell_{1}^n)^{m-1};
\]

now it is enough to take \( c_m := (m!d_m)^{-1} \). The proof of (3) is a consequence of the fact that by [26, Corollary 2] and [9, (5.2)]:

\[
\frac{1}{|z|} \sup_{z \in B_{X}} \sum_{k=1}^{n} |z_k| \leq d(X, \ell_{1}^n) \leq \sup_{z \in B_{X}} \sum_{k=1}^{n} |z_k|.
\]

This completes the proof. \( \square \)

Let us collect some concrete examples in order to illustrate our results. We start with estimates for mixed Minkowski spaces

\[
\ell_{p}^{n}(\ell_{q}^{u}) := \{(x_k)_{k=1}^{n} : x_1, \ldots, x_n \in \mathbb{C}^{u}\}
\]

\[
\|(x_k)_{k=1}^{n}\|_{p,q} := \left( \sum_{k=1}^{n} \|x_k\|_{p}^{q} \right)^{1/q}.
\]

**Example 2.4.** Let \( \sum_{|\alpha| = m} s_{\alpha} z^{\alpha}, \ z \in \mathbb{C}^{u}(\mathbb{C}^{u}) \) be a unimodular \( m \)-homogeneous polynomial in \( uv \) variables (for some order of these variables). Then

\[
\sup_{z \in B_{l_{1}}(\ell_{q}^{u})} \left| \sum_{|\alpha| = m} s_{\alpha} z^{\alpha} \right| \geq C \begin{cases} 
\frac{m+1}{2} \frac{m}{p} - \frac{m-1}{q} & \text{if } 2 \leq p, q \leq \infty, \\
\frac{1}{p} - \frac{1}{q} & \text{if } 1 \leq p, q \leq 2, \\
\frac{m+1}{2} - \frac{m}{q} & \text{if } 1 \leq p \leq 2 \leq q \leq \infty,
\end{cases}
\]

\( C > 0 \) some constant depending only on \( m, p \) and \( q. \)
Let us remark that, by taking \( p = q \) and \( v = 1 \) in this example, we obtain lower estimates for every unimodular \( m \)-homogeneous polynomials on \( \ell_p^n \), \( 1 \leq p \leq \infty \):

\[
\sup_{\alpha \in \mathbb{R}^m} \sum_{|\alpha|=m} s_\alpha z^\alpha \geq C \begin{cases} 
\frac{m+1}{2} - \frac{m}{p} & \text{if } 2 \leq p \leq \infty, \\
\frac{1}{p} & \text{if } 1 \leq p \leq 2.
\end{cases}
\]

The results of the next section will show in which sense these estimates are optimal. Our proof of Example 2.4 needs the following

**Lemma 2.5.** In the three cases \( 1 \leq p, q \leq 2 \) or \( 2 \leq p, q \leq \infty \) or \( 1 \leq p \leq 2 \leq q \leq \infty \) we have

\[
d(\ell_p^n(\ell_q^n), \ell_1^n) \leq d(\ell_p^n, \ell_1^n) d(\ell_q^n, \ell_1^n).
\]

**Proof.** For \( 1 \leq p, q \leq 2 \) we know from [26, Corollary 2] that

\[
d(\ell_p^n(\ell_q^n), \ell_1^n) \leq \| \sum_{k,l} e_k \otimes e_l \|_{\ell_p^n(\ell_q^n)} = u^{1-\frac{1}{p}} v^{1-\frac{1}{q}} = d(\ell_p^n, \ell_q^n) d(\ell_q^n, \ell_1^n);
\]

see e.g. [28, 37.6]. If \( 2 \leq p, q \leq \infty \), then \( M(2)(\ell_p^n(\ell_q^n)) = 1 \), and hence it follows from [28, Corollary 41.9] that as desired

\[
d(\ell_p^n(\ell_q^n), \ell_1^n) \leq C \sqrt{uvw},
\]

\( C \geq 0 \) some absolute constant. Finally, the remaining case: Note first that for every linear bijection \( T : \ell_q^n \to \ell_1^n \)

\[
d(\ell_1^n(\ell_q^n), \ell_1^n) = d(\ell_1^n \otimes \pi \ell_q^n, \ell_1^n \otimes \pi \ell_1^n) \leq \| id \otimes T \| \| id \otimes T^{-1} \| = \| T \| \| T^{-1} \|,
\]

hence \( d(\ell_1^n(\ell_q^n), \ell_1^n) \leq d(\ell_q^n, \ell_1^n) \); for \( 1 \leq p \leq 2 \leq q \leq \infty \) now by factorization

\[
d(\ell_p^n(\ell_q^n), \ell_1^n) \leq d(\ell_p^n(\ell_q^n), \ell_1^n(\ell_q^n)) d(\ell_q^n, \ell_1^n)
\]

\[
\leq \| id : \ell_p^n(\ell_q^n) \to \ell_1^n(\ell_q^n) \| d(\ell_q^n, \ell_1^n)
\]

\[
= u^{1-1/p} d(\ell_q^n, \ell_1^n) \leq d(\ell_p^n, \ell_1^n) d(\ell_q^n, \ell_1^n).
\]

\[\square\]

For the remaining case \( 1 \leq q \leq 2 \leq p \leq \infty \) the estimate from Lemma 2.5 is false; by a result of Kwapien and Schütz from [20, Corollary 3.3] we, e.g., see that \( d(\ell_\infty^n(\ell_q^n), \ell_1^n) \gtrsim n \) (and not, as one could expect from the estimate of the lemma, \( \sqrt{n} \)). We believe that at least in this special case the optimal lower bound for \( \sup_{z \in B(\ell_q^n)} | \sum_{|\alpha|=m} s_\alpha z^\alpha | \) comes from Theorem 2.3(1), namely \( n^{\frac{m+1}{2}} \).
Proof of the Example 2.4. All three cases are consequences of Theorem 2.3. We know that
\[
\sup_{z \in B_{\ell_p^Q}(e_{Q}^l)} \sum_{k,l} | < z, e_k \otimes e_l > | = \| \text{id} : \ell_p^Q (\ell_q^Q) \rightarrow \ell_1^D \| = u^{1-1/p} v^{1-1/q}.
\]
Hence the first case is a consequence of Theorem 2.3(1), the second one of 2.3(3), and the last of 2.3(2) combined with the preceding lemma. \(\square\)

The next example deals with Orlicz spaces \(\ell_\varphi\), and is a considerable extension of (2.9) (take \(\varphi(t) = t^p\)).

Example 2.6. Let \(\varphi\) be an Orlicz function satisfying the \(\Delta_2\)-condition. Then for each \(m\) there is a constant \(c_m > 0\) such that for each unimodular \(m\)-homogeneous polynomial \(\sum_{|\alpha| = m} s_\alpha z^\alpha\) in \(n\) variables, the following estimates hold.

1. \(c_m n^{\frac{m+1}{2}} \varphi^{-1}(1/n)^m \leq \sup_{z \in B_{\ell_\varphi}} \left| \sum_{|\alpha| = m} s_\alpha z^\alpha \right|\).
2. \(c_m n \varphi^{-1}(1/n) \leq \sup_{z \in B_{\ell_\varphi}} \left| \sum_{|\alpha| = m} s_\alpha z^\alpha \right|\), provided that \(t^2 \leq K \varphi(t)\) for all \(t\) and some \(K\).

Proof. The proof is again a simple consequence of Theorem 2.3, the observations (3.5) and (3.6) (anticipated from section 3), combined with the well-known equality \(\| \sum_{k=1}^n b_k \|_{\ell_\varphi} = \frac{1}{\varphi^{-1}(1/n)}\) for the fundamental function; the condition in (2) assures that \(\ell_\varphi \subset \ell_2\). \(\square\)

We finish this section with an example for a non-convex domain.

Example 2.7. Given \(S > 1\) and \(n \geq 2\) consider the Reinhardt domain \(R := \{ (z_1, \ldots, z_n) \in \mathbb{C}^n : |z_1 \cdots z_n| < 1, |z_k| < S, k = 1, \ldots, n\}.\) Then for each \(m\) there exists a constant \(h_m > 0\) such that for all unimodular \(m\)-homogeneous polynomials \(\sum_{|\alpha| = m} s_\alpha z^\alpha\) in \(n\) variables
\[
h_m S^m n^{\frac{m+1}{2}} \leq \sup_{z \in R} \left| \sum_{|\alpha| = m} s_\alpha z^\alpha \right|.
\]

Proof. We have that
\[
(2.10) \quad \sup_{z \in R} \sum_{k=1}^n |z_k| = (n - 1)S + \frac{1}{S^{n-1}};
\]
indeed, if we take the compact set \(K := \{ x \in [0,S]^n : x_1 \cdots x_n \leq r \}\) for \(0 < r \leq 1\), then the maximum of the function \(f(x) := x_1 + \cdots + x_n\) on \(K\) is \((n - 1)S + \frac{r}{S^{n-1}}\), attained at \((S, \ldots, S, \frac{r}{S^{n-1}})\) and at any point whose coordinates are a permutation of it. Let \(x_0 \in K\) such that \(f(x_0) = \sup_{x \in K} f(x)\). As \(f\) has no critical points, \(x_0\) belongs to
\[ \partial K, \text{ the boundary of } K. \] On the other hand, \( x_0 \) does not belong to \( \{ x \in (0, S)^n : x_1 \cdots x_n = r \} \). In this case the Lagrange multiplier method gives only the critical point \((r^{1/n}, \ldots, r^{1/n})\). But the function 
\[ g : (0, \infty) \rightarrow \mathbb{R} \text{ defined by } g(x) := (n-1)x + \frac{r}{x^{n-1}} \] 
attains a strict absolute minimum at \( x = r^{1/n} \) and 
\[ f(r^{1/n}, \ldots, r^{1/n}) = n^{-1/n} \cdot g(r^{1/n}) \]
\[ < g(S) = (n-1)S + \frac{r}{S^{n-1}} = f(S, \ldots, S, \frac{r}{S^{n-1}}). \]

If \( x \in \partial K \) and for some \( k \) we have \( x_k = 0 \), then \( f(x) \leq (n-1)S < f(S, \ldots, S, \frac{r}{S^{n-1}}) \) and \( x \neq x_0 \). Finally, the only possibility left is that for some \( k \) we have \( x_k = S \). Then, by the symmetry of the function \( f \), we can assume \( x_n = S \). By induction, we have
\[ \sup \{ (x_1, \ldots, x_{n-1}) \in [0, S]^n : x_1 \cdots x_{n-1} \leq rS^{-1} \} = (n-2)S + \frac{rS^{-1}}{S^{n-2}}, \]
thus
\[ f(x_1, \ldots, x_{n-1}, S) \]
\[ \leq S + \sup \{ (x_1, \ldots, x_{n-1}) \in [0, S]^n : x_1 \cdots x_{n-1} \leq rS^{-1} \} \]
\[ = (n-1)S + \frac{r}{S^{n-1}} = f(S, \ldots, S, \frac{r}{S^{n-1}}). \]

Now, since \( \sup_{x \in \mathbb{R}} \sum_{k=1}^{n} |z_k| \) coincides with the maximum of \( f \) on \( \{ x \in [0, S]^n : x_1 \cdots x_n \leq 1 \} \), we obtain the equality (2.10). Hence, by Theorem 2.3 (1) there exists a constant \( c_m > 0 \) such that
\[ c_m \frac{1}{2^m} \sum_{n=1}^{m} n^{m+1} \leq c_m \frac{(n-1)}{n} \sum_{n=1}^{m} n^{m+1} \leq c_m \frac{(n-1)S + \frac{1}{S^{n-1}}}{n^{m+1}} \]
\[ \leq \sup_{z \in \mathbb{R}} \left| \sum_{|\alpha|=m} s_\alpha z^\alpha \right|. \]

The conclusion follows by taking \( h_m = c_m \frac{1}{2^m}. \) \[ \square \]

3. Expectations of the modulus maximum of homogeneous Bernoulli random polynomials on Reinhardt domains

The Kahane-Salem-Zygmund Theorem [18, Theorem 4, Chap. 6, pp.70-71] shows that for the polydisc typically the maximum modulus
\[ \sup_{z \in B_{\mathbb{C}}^n} \left| \sum_{|\alpha|=m} s_\alpha z^\alpha \right| \]
of an arbitrarily given unimodular \( m \)-homogeneous polynomial is as small as possible, namely \( n^{\frac{m+1}{2}} \) (see (2.4)). To obtain polynomials on \( \ell_p^n \) with “small” norms Boas in [1, Theorem 4] proves the existence of symmetric complex \( m \)-linear forms on \( (\ell_p^n)^m \) with “small” norms. His proof, as explicitly stated, is made by a careful inspection of results due to Mantero-Tonge (see [23, Theorem 1.1] and also [24, Proposition 4]) which in turn were inspired by the Kahane-Salem-Zygmund Theorem. This section could be considered as an extension of the Mantero-Tonge results. It is worth to mention that [23, Theorem 1.1] was used by Dineen and Timoney in [13] and [14].

Let us clarify what we mean by “small” norm. Fix a degree \( m \), a family \( \varepsilon_\alpha : \Omega \to \{-1,1\} \), \( |\alpha| = m \) of independent Bernoulli random variables on a probability space \( (\Omega,\mu) \) (each \( \varepsilon_\alpha \) takes the values \( +1 \) and \( -1 \) with equal probability \( 1/2 \)), and \( c_\alpha \in \mathbb{C} \). Then we call

\[
\sum_{|\alpha|=m} c_\alpha \varepsilon_\alpha z^\alpha, \quad z \in \mathbb{C}^n,
\]

an \( m \)-homogeneous Bernoulli random polynomial. According to [18, Chapter 6, Theorem 3] there is an absolute constant \( C > 0 \) such that

\[
\mu \left( \sup_{z \in B_{i\infty}^n} |\sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha| \geq Cn^{\frac{m+1}{2}} (\log m)^{1/2} \right) \leq \frac{1}{m^2 e^n}.
\]

Hence with “high probability” the maximum modulus of every \( m \)-homogeneous Bernoulli polynomial \( \sum_{|\alpha|=m} s_\alpha z^\alpha, \quad z \in \mathbb{C}^n \), can be estimated from above by a constant times \( (\log m)^{1/2} n^{\frac{m+1}{2}} \); in particular, there exists a set of signs \( s_\alpha, |\alpha| = m \) such that

\[
\sup_{z \in B_{i\infty}^n} |\sum_{|\alpha|=m} s_\alpha z^\alpha| \leq C(\log m)^{1/2} n^{\frac{m+1}{2}}.
\]

To see from another point of view that (2.4) for fixed \( m \) is optimal in the dimension \( n \), integrate (2.4) in order to obtain the following lower estimate for the expectation of the modulus maximum of an \( m \)-homogeneous Bernoulli random polynomial with respect to the polydisc \( B_{\mathbb{C}^n}^\infty \):

\[
c_m n^{\frac{m+1}{2}} \leq \int \Omega \sup_{z \in B_{i\infty}^n} |\sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha| d\mu;
\]

by [9, Corollary 6.5] we know that this result is optimal. More generally, given a Reinhardt domain \( R \) in \( \mathbb{C}^n \) satisfying one of the assumptions of
Theorem 2.3, integration gives a lower bound for the averages

\[ \int \sup_{z \in \mathbb{R}} |z|^{2 \alpha} d\mu, \]

and a modification of [9, Theorem 3.1] will show that for rich classes of domains \( R \) the lower bounds obtained in this way, are optimal.

Recall that a real valued random variable \( X \) on a probability space \((\Omega, \mu)\) is said to be Gaussian whenever it has mean zero, is square integrable and its Fourier transform satisfies

\[ \mathbb{E} e^{itX} = e^{-\frac{t^2}{2}} e^{\frac{t^2}{2}}, \quad \text{where} \quad t \in \mathbb{R} \quad \text{and} \quad \|X\|_2 = (\mathbb{E}X^2)^{\frac{1}{2}}; \]

\( X \) is a standard Gaussian random variable if it is measurable and if for every Borel subset \( B \) of \( \mathbb{R} \) we have

\[ \mu\{\omega \in \Omega : g(\omega) \in B\} = \frac{1}{\sqrt{2\pi}} \int_B e^{-\frac{t^2}{2}} dt. \]

The following result is our main technical tool.

**Theorem 3.1.** Let \( U \) be a bounded circled set in \( \mathbb{C}^n \), and \( (g_\alpha)_{|\alpha|=m} \) and \( (g_k)_{1 \leq k \leq n} \) two families of independent standard Gaussian random variables on a probability space \((\Omega, \mu)\). Then for each choice of scalars \( c_\alpha, \ |\alpha| = m \)

\[ \int \sup_{z \in U} |z^{m-1} g_\alpha z^{\alpha}| d\mu \]

\[ \leq C_m \sup_{|\alpha|=m} \left| c_\alpha \right| \sqrt{\frac{\alpha!}{m!}} \sup_{z \in U} \left( \sum_{k=1}^n |z_k|^2 \right)^{\frac{m-1}{2}} \int \sup_{z \in U} \sum_{k=1}^n g_k z_k^m d\mu, \]

where \( 0 \leq C_m \leq 2^{\frac{3}{2}} m^{-\frac{1}{2}} m^{\frac{3}{2}}. \)

Since the proof is a simple modification of [9, Theorem 3.1] we only sketch some relevant details. In fact, we prove a reformulation which needs some more notation. For natural numbers \( m, n \) we define \( M(m, n) := \{1, \ldots, n\}^m \) and \( \mathcal{J}(m, n) := \{j = (j_1, \ldots, j_m) \in \{1, \ldots, n\}^m : j_1 \leq \cdots \leq j_m\} \). Moreover, for \( j \in \mathcal{J}(m, n) \) let \( |j| \) be the cardinality of the set of all \( i \in M(m, n) \) for which there is a permutation \( \tau \) of \( \{1, \ldots, n\} \) such that \( i_{\tau(k)} = j_k \) for \( 1 \leq k \leq m \). Finally, if \( e^*_k \) denotes the \( k \)-th coefficient functional on \( \mathbb{C}^n \) and \( j \in \mathcal{J}(m, n) \), then we write \( e^*_j(z) := e^*_{j_1}(z) \cdots e^*_{j_m}(z), \ z \in \mathbb{C}^n \). Now observe that if \( \alpha \in (\mathbb{N} \cup \{0\})^n \) is a multi index such that \( |\alpha| = m \), then \( z^\alpha = z_1^{\alpha_1} \cdots z_n^{\alpha_n} = e^*_j(z) \) for all \( z \in \mathbb{C}^n \).
where \( j = (1, \ldots, 1, \ldots, n) \), and that in this case \( |j| = \frac{m!}{\alpha} \).

Hence, the following inequality is a reformulation of Theorem 3.1:

\[
\int \sup_{z \in U} \left| \sum_{j \in J(m,n)} c_j g_j^*(z) \right| d\mu \leq C_m \sup_{j \in J(m,n)} \frac{|c_j|}{\sqrt{|j|}} \sup_{z \in U} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{m-1} \int \sup_{z \in U} \left| \sum_{k=1}^{n} g_k z_k \right| d\mu.
\]

(3.1)

The crucial ingredient of the proof of Theorem 3.1 is Slepian’s lemma. Given \( N \) real-valued random variables \( X_k : \Omega \to \mathbb{R} \),

\((X_1, \ldots, X_N) : \Omega \to \mathbb{R}^N\)

is said to be a Gaussian random vector provided that each real linear combination \( \sum_{k=1}^{N} \alpha_k X_k \) is Gaussian. For example, if each \( X_k \) itself is a real linear combination of standard Gaussians, then they form a Gaussian random vector. The following comparison theorem originates in the work of Slepian [25] (see Fernique [15], and also [17, Remark 1.5] and [21, Corollary 3.14]): let \((X_1, \ldots, X_N)\) and \((Y_1, \ldots, Y_N)\) be Gaussian random vectors such that \( \mathbb{E}|Y_i - Y_j|^2 \leq \mathbb{E}|X_i - X_j|^2 \) for each pair \((i, j)\).

Then

\[
\mathbb{E} \max_i Y_i \leq \mathbb{E} \max_i X_i.
\]

(3.2)

**Proof of inequality (3.1).** Without loss of generality we may assume that all coefficients \( c_j \) are real, and \( |c_j| \leq \sqrt{|j|} \) for all \( j \in J(m,n) \). The aim is to estimate instead of the average

\[
\int \sup_{z \in U} \left| \sum_{j \in J(m,n)} c_j g_j^*(z) \right| d\mu,
\]

for each finite set \( D \subset U \), the average

\[
\int \sup_{z \in D} \sum_{j \in J(m,n)} c_j g_j^* \text{Re} e_j^*(z) d\mu.
\]

(3.3)

Indeed, if \( P \) is an \( m \)-homogeneous polynomial on \( \mathbb{C}^n \), then it is very easy to prove, by the fact that \( U \) is circled and \( P \) is homogeneous, that \( \|P\| = \sup_{z \in U} \text{Re} P(z) \). Since, by hypothesis, \( c_j \in \mathbb{R} \) and \( g_j : \Omega \to \mathbb{R} \) for all \( j \in J(m,n) \), for each \( w \in \Omega \),

\[
\sup_{z \in U} \left| \sum_{j \in J(m,n)} c_j g_j(w) e_j^*(z) \right| = \sup_{z \in U} \left| \sum_{j \in J(m,n)} c_j g_j(w) \text{Re} e_j^*(z) \right|.
\]
Moreover, by a compactness argument for each \( \varepsilon > 0 \) there is a finite subset \( D \subset U \) such that

\[
\int \sup_{z \in U} \sum_{j \in \mathcal{J}(m,n)} c_3 g_j(w) \text{Re} \, e_j^*(z) \, d\mu \\
\leq \int \sup_{z \in D} \sum_{j \in \mathcal{J}(m,n)} c_3 g_j(w) \text{Re} \, e_j^*(z) \, d\mu + \varepsilon.
\]

If now \( \{\alpha^l\}_{l=1}^{2m-1} \) is an ordering of \( \{\alpha : \alpha = (\alpha_u)_{u=1}^m \in \{0,1\}^m \text{ such that } m - |\alpha| \text{ is even}\} \), then for every \( j \in \mathcal{J}(m,n) \) and \( z \in \mathbb{C}^n \),

\[
\text{Re} \, e_j^*(z) = \sum_{l=1}^{2m-1} \varepsilon_l a_{j_1}^{l,1}(z) \cdots a_{j_m}^{l,m}(z),
\]

where \( a_{j}^{l,u}(z) := \text{Re} \, e_k^*(z) \alpha_u \, \text{Im} \, e_l^*(z)^{1-\alpha_u} \) and \( \varepsilon_l := (-1)^{(m-|\alpha^l|)/2} \), \( 1 \leq l \leq 2^{m-1} \), \( 1 \leq u \leq m \) and \( 1 \leq k \leq n \). Define the following two Gaussian random processes:

\[
Y_z := \sum_{j \in \mathcal{J}(m,n)} c_3 g_j(w) \text{Re} \, e_j^*(z) \\
= \sum_{j \in \mathcal{J}(m,n)} c_3 g_j \sum_{l=1}^{2m-1} \varepsilon_l a_{j_1}^{l,1}(z) \cdots a_{j_m}^{l,m}(z), \quad z \in \mathbb{C}^n,
\]

\[
X_z := \sum_{l=1}^{2m-1} m \sum_{u=1}^{n} g_{l,u,k} a_{k}^{l,u}(z), \quad z \in \mathbb{C}^n,
\]

where the \( g_j, g_{l,u,k} \) and \( g_k \) all stand for independent standard Gaussian random variables. Note that for fixed \( l \) and \( u \), the term \( \sum_{k=1}^{n} g_{l,u,k} a_{k}^{l,u}(z) \) coincides either with \( \sum_{k=1}^{n} g_{l,u,k} \text{Re} \, e_k^*(z) \) or with \( \sum_{k=1}^{n} g_{l,u,k} \text{Im} \, e_k^*(z) \) for all \( z \in \mathbb{C}^n \). Fix now a finite set \( D \subset U \), and show exactly as in the proof of [9, Theorem 3.1] that for each pair \( x, y \) in \( D \)

\[
\left( \int |Y_x - Y_y|^2 \, d\mu \right)^{1/2} \\
\leq \sqrt{2^{m-1}} \sqrt{m} \sup_{z \in U} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{m-1/2} \left( \int |X_x - X_y|^2 \, d\mu \right)^{1/2}.
\]
By Slepian’s lemma (3.2) we finally obtain
\[ \int \sup_{z \in D} \sum_{j \in J(m,n)} c_j g_j \Re e_j^*(z) d\mu \]
\[ \leq \sqrt{2^{m-1}} \sqrt{m} \sup_{z \in U} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{m-\frac{1}{2}} \int \sup_{z \in D} \sum_{l=1}^{2^{m-1}} \sum_{u=1}^{m} g_{l,u,k} \frac{\partial}{\partial z_k} (z) d\mu \]
\[ \leq \sqrt{2^{m-1}} \sqrt{m} \sup_{z \in U} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{m-\frac{1}{2}} \sum_{l=1}^{2^{m-1}} \sum_{u=1}^{m} \int \sup_{z \in D} \left| \sum_{k=1}^{n} g_{l,u,k} z_k \right| d\mu \]
\[ = \sqrt{2^{m-1}} \sqrt{m} 2^{m-1} m \sup_{z \in U} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{m-\frac{1}{2}} \int \sup_{z \in D} \left| \sum_{k=1}^{n} g_k z_k \right| d\mu. \]

Together with the consideration from (3.3) this completes the proof. \( \square \)

Estimating Bernoulli by Gaussian averages, we add an explicit estimate of the expectation of the maximum modulus of an \( m \)-homogeneous Bernoulli random polynomial.

**Corollary 3.2.** Let \((\xi_\alpha)_{|\alpha|=m}\) and \((\xi_k)_{1 \leq k \leq n}\) be a families of independent standard Bernoulli random variables on a probability space \((\Omega, \mu)\), and let \(c_\alpha, |\alpha|=m\) be scalars.

1. For each bounded circled set \(U \subset \mathbb{C}^n\) we have

\[ \int \sup_{z \in U} \left| \sum_{|\alpha|=m} c_\alpha \xi_\alpha z^\alpha \right| d\mu \]
\[ \leq \sqrt{\log n} C_m \sup_{|\alpha|=m} \left\{ |c_\alpha| \sqrt{\frac{\alpha!}{m!}} \right\} \sup_{z \in U} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{m-\frac{1}{2}} \sup_{z \in U} \sum_{k=1}^{n} |z_k|. \]

2. Let \(X = (\mathbb{C}^n, \| \cdot \|)\) be a Banach space for which the \(e_k\)'s form an 1-unconditional basis, and let \(2 \leq q < \infty\). Then we have

\[ \int \sup_{z \in B_X} \left| \sum_{|\alpha|=m} c_\alpha \xi_\alpha z^\alpha \right| d\mu \]
\[ \leq c \sqrt{q} C_m (X^*) C_m \sup_{|\alpha|=m} \left\{ |c_\alpha| \sqrt{\frac{\alpha!}{m!}} \right\} \sup_{z \in B_X} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{m-\frac{1}{2}} \sup_{z \in B_X} \sum_{k=1}^{n} |z_k|. \]

Here \(c > 0\) is an absolute constant and \(C_m\) as above.

**Proof.** We use the following facts:
(i) Gauss averages in a Banach space always dominate Bernoulli averages (see e.g. [28, (4.2), p.15]),

(ii) given a Banach space \( Y \) and \( y_1, \ldots, y_n \in Y \), then

\[
\int \left\| \sum_{k=1}^{n} g_k y_k \right\|_Y d\mu \leq \sqrt{\log n} \int \left\| \sum_{k=1}^{n} \varepsilon_k y_k \right\|_Y d\mu
\]

(see e.g. [28, (4.4) p.15]),

(iii) there is a constant \( c > 0 \) such that, given a Banach space \( Y \) of cotype \( q \), for each choice of \( y_1, \ldots, y_n \in Y \), we have

\[
\int \left\| \sum_{k=1}^{n} g_k y_k \right\|_Y d\mu \leq c\sqrt{q} C_q(Y) \int \left\| \sum_{k=1}^{n} \varepsilon_k y_k \right\|_Y d\mu
\]

(see e.g. [28, (4.3) p.15]), where \( (g_k) \), respectively \( (\varepsilon_k) \), is a family of independent standard Gaussian, respectively Bernoulli, random variables on a probability space. Now from (i), (ii) and Theorem 3.1 we obtain

\[
\int \sup_{z \in U} \left| \sum_{|\alpha| = m} c_\alpha \varepsilon_\alpha z^\alpha \right| d\mu 
\leq \sqrt{\log n} C_m \sup_{|\alpha|=m} \left\{ |c_\alpha| \left( \frac{m!}{\alpha!} \right) \right\} \sup_{z \in U} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{m-1} \int \sup_{z \in U} \left| \sum_{k=1}^{n} \varepsilon_k z_k \right| d\mu.
\]

But

\[
(3.4) \quad \int \sup_{z \in U} \left| \sum_{k=1}^{n} \varepsilon_k z_k \right| d\mu \leq \int \sup_{z \in U} \sum_{k=1}^{n} |z_k| d\mu = \sup_{z \in U} \sum_{k=1}^{n} |z_k|,
\]

which proves (3.2). (3.2) follows from (i), (iii), Theorem 3.1 and (3.4).

Given \( m \in \mathbb{N} \), if \( (a_n(m))_{n=1}^{\infty} \) and \( (b_n(m))_{n=1}^{\infty} \) are scalar sequences we write \( a_n(m) \preceq b_n(m) \) whenever there are some \( c_m, d_m > 0 \) such that \( c_m a_n(m) \leq b_n(m) \leq d_m a_n(m) \) for all \( n \). Again we illustrate our results by several examples. The first example is the counterpart of Example 2.4.

**Example 3.3.**

\[
\int \sup_{z \in B_R(t^{\frac{m}{q}})} \left| \sum_{|\alpha| = m} \varepsilon_\alpha z^\alpha \right| d\mu \preceq \begin{cases} 
\frac{m+1}{p} - \frac{m}{q} & \text{if } 2 \leq p, q \leq \infty, \\
\frac{1}{u} - \frac{1}{p} & \text{if } 1 < p, q \leq 2, \\
\frac{m+1}{p} - \frac{m}{q} & \text{if } 1 < p \leq 2 \leq q \leq \infty.
\end{cases}
\]
For $v = 1$ and $p = q$ this result was proved in [9, Corollary 6.5]. If we allow $p$ and $q$ to equal 1, then in the second two cases the proof will show that we have to admit an additional $\log$ term. For $1 < q \leq 2 \leq p \leq \infty$ the upper estimate also holds, for the lower we don’t know (see the remark after Lemma 2.5).

**Proof of Example 3.3.** The lower bound is immediate from Theorem 2.3. Upper bound: Since $\ell_p^v(\ell_q^v)$ in all considered cases has finite cotype, by Corollary 3.2(2) and (3.5), we get

$$
\int \sup_{z \in B_{\ell_p^v(\ell_q^v)}} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha \right| d\mu
\leq D_m \|\text{id} : \ell_p^m(\ell_q^m) \to \ell_2^m, \|m^{-1} \| \sum_{k,l} e_k^* \otimes e_l^* \| \ell_p^m(\ell_q^m)
\leq D_m \|\text{id} : \ell_p^m \to \ell_2^m, \|m^{-1} \| \|\text{id} : \ell_q^m \to \ell_2^m, \|m^{-1} \| w^{1-1/p} u^{1-1/q},
$$

which by Hölder’s inequality is the desired result. \hfill \Box

We go on with the counterpart of Example 2.7.

**Example 3.4.** Given $S > 1$ and $n \geq 2$ consider the Reinhardt domain $R := \{(z_1, \ldots, z_n) \in \mathbb{C}^n : |z_1|, \ldots, |z_n| < S, \ |z_k| < S, \ k = 1, \ldots, n\}$. Then the following asymptotic estimate holds:

$$
\int \sup_{z \in R} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha \right| d\mu \geq n^{-\frac{m+1}{2}}.
$$

**Proof.** The lower bound is a consequence of Example 2.7. The upper estimate follows from

$$
\int \sup_{z \in R} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha \right| d\mu \leq \int \sup_{\{z : |z_k| < S, \ k = 1, \ldots, n\}} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha \right| d\mu,
$$

and Example 3.3 for the case $\ell_\infty^m$. \hfill \Box

Let us give some more abstract estimates for finite sections $X_n$ of Banach sequence spaces $X$.

**Corollary 3.5.** Let $X$ be a Banach sequence space with non-trivial convexity, and $X_n := \text{span}\{e_k : 1 \leq k \leq n\}, \ n \in \mathbb{N}$. 

(1) For each $m$ there is a constant $D_m > 0$ such that for every $n$

$$\frac{1}{D_m} \left( \sup_{x \in B_{X_n}} \sum_{k=1}^n |z_k| \right)^m \leq \int \sup_{x \in B_{X_n}} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha |d\mu \right| \leq D_m \sup_{x \in B_{X_n}} \left( \sum_{k=1}^n |z_k|^2 \right)^{m-1} \sup_{x \in B_{X_n}} \sum_{k=1}^n |z_k|.$$

(2) If $X$ is symmetric and 2-convex, then

$$\int \sup_{x \in B_{X_n}} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha |d\mu \right|^m \leq \left( \sup_{x \in B_{X_n}} \sum_{k=1}^n |z_k| \right)^m.$$

(3) If $X \subset \ell_2$, then

$$\int \sup_{x \in B_{X_n}} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha \right| |d\mu | \leq \sup_{x \in B_{X_n}} \sum_{k=1}^n |z_k|.$$

This result is an improvement of [9, Corollary 6.5].

Proof. The lower bound in (1) is a consequence of Theorem 2.3 (1). Since $X^*$ has non-trivial concavity, which implies that it has cotype $q$ for some $2 \leq q < \infty$, the upper bound in (1) is a consequence of Corollary 3.2 (2). In (2) it remains to show the upper bound: We may assume that $M^{(2)}(X) = 1$, hence

$$\sup_{x \in B_{X_n}} \left( \sum_{k=1}^n |z_k|^2 \right)^{1/2} = \sup_{x \in B_{X_n}} \sum_{k=1}^n |z_k| / \sqrt{n}$$

(see [27, Proposition 2.2] and [11, Proposition 3.5]). Hence, the conclusion in (2) is a consequence of the upper bound in (1). Finally, the upper bound in (3) follows from the upper bound in (1), and the lower bound in (3) by Theorem 2.3 (3).

In the symmetric case the above three statements can be reformulated in terms of the fundamental function $\| \sum_{k=1}^n e_k \|_{X_n}, n \in \mathbb{N}$ of $X$:

REMARK 3.6. Let $X$ be a symmetric Banach sequence space with non-trivial convexity, and $X_n := \text{span}\{e_k : 1 \leq k \leq n\}, n \in \mathbb{N}$.

(1') For each $m$ there is a constant $D_m$ such that for every $n$

$$\frac{1}{D_m} \left( \sum_{k=1}^n e_k \right)^m \leq \int \sup_{x \in B_{X_n}} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha \right| |d\mu | \leq D_m \| \text{id} : X_n \rightarrow \ell_2^m \|_{m-1} \sum_{k=1}^n |e_k| \|_{X_n}.$$

$$\frac{1}{D_m} \left( \sum_{k=1}^n e_k \right)^m \leq \int \sup_{x \in B_{X_n}} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha \right| |d\mu | \leq D_m \| \text{id} : X_n \rightarrow \ell_2^m \|_{m-1} \sum_{k=1}^n |e_k| \|_{X_n}.$$

$$\frac{1}{D_m} \left( \sum_{k=1}^n e_k \right)^m \leq \int \sup_{x \in B_{X_n}} \left| \sum_{|\alpha|=m} \varepsilon_\alpha z^\alpha \right| |d\mu | \leq D_m \| \text{id} : X_n \rightarrow \ell_2^m \|_{m-1} \sum_{k=1}^n |e_k| \|_{X_n}.$$
(2') If $X$ is 2-convex, then
\[ \int \sup_{z \in B_{X_n}} \left| \sum_{|\alpha|=m} \varepsilon_{\alpha} z^\alpha \right| \, d\mu \asymp \frac{n^{\frac{m+1}{2}}}{\| \sum_{k=1}^{n} e_k \|_{X_n}}. \]

(3') If $X \subset \ell_2$, then
\[ \int \sup_{z \in B_{X_n}} \left| \sum_{|\alpha|=m} \varepsilon_{\alpha} z^\alpha \right| \, d\mu \asymp \frac{n}{\| \sum_{k=1}^{n} e_k \|_{X_n}}. \]

**Proof.** The proof easily follows from the following observations:

\[ \sup_{z \in B_{X_n}} \left( \sum_{k=1}^{n} |z_k|^2 \right)^{1/2} = \| \text{id} : X_n \rightarrow \ell_2^n \| \]

\[ \sup_{z \in B_{X_n}} \sum_{k=1}^{n} |z_k| = \| \sum_{k=1}^{n} e_k \|_{X_n^*} = \| \text{id} : X_n \rightarrow \ell_1^n \|, \]

and the well known fact that for symmetric $X$ for all $n$

\[ n = \| \sum_{k=1}^{n} e_k \|_{X_n^*} \sum_{k=1}^{n} e_k \|_{X_n} \]

(see [22, Proposition 3.6.6, p.118, vol. 1]).

In our Corollaries 3.2 and 3.5 and Examples 3.3 and 3.4 we have proved upper bounds for the average of the maximum moduli of $m$-homogeneous Bernoulli random polynomials. This shows the existence of $m$-homogeneous Bernoulli polynomials which have norms being less or equal to the bounds given in these results. Moreover, in section 2 for some cases (see e.g. the Examples 2.4, 2.6 and 2.7) we have given lower bounds for $m$-homogeneous Bernoulli polynomials which coincide (up to a constant) with the upper bounds obtained for the expectations in 3.3 and 3.4. Hence, we have proved the existence of $m$-homogeneous Bernoulli polynomials which have norms as small as possible (up to a constant). Again we illustrate this by an example.

**Example 3.7.** Let $\varphi$ be an Orlicz function satisfying the $\Delta_2$-condition. Then for each $m$ there is a constant $D_m > 0$ such that for every $n$ there are signs $s_\alpha$, $|\alpha| = m$ for which

1. $\sup_{z \in B_{L_1}} \left| \sum_{|\alpha|=m} s_\alpha z^\alpha \right| \leq D_m n^{\frac{m+1}{2}} \varphi^{-1}(1/n)^m$, provided $\varphi(\lambda t) \leq K\lambda^2 \varphi(t)$ for all $0 \leq \lambda, t \leq 1$ and some $K > 1$,
2. $\sup_{z \in B_{L_1}} \left| \sum_{|\alpha|=m} s_\alpha z^\alpha \right| \leq D_m n \varphi^{-1}(1/n)$, provided that $t^\varphi \leq K \varphi(t)$ for all $t$ and some $K$. 


By Example 2.6 we know that the estimates in the statements (1) and (2) are the “smallest” possible.

As above this result easily follows from the fact that \( \| \sum_{k=1}^{n} e_k \|_{\ell_p} = \frac{1}{\varphi^{-1}(1/n)} \); the conditions in (1) and (2) make sure that \( \ell_p \) is 2-convex and contained in \( \ell_2 \), respectively (see [19]).

Similar results can be obtained for various other types of Banach sequence spaces, e.g. Lorentz spaces.
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