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WEAK LAWS FOR WEIGHTED
SUMS OF RANDOM VARIABLES

Soo Hak Suna

ABSTRACT. Let {ani,un <1 < vn,n > 1} be an array of constants.
Let {Xpni,un < i < vn,n > 1} be {an;}-uniformly integrable ran-
dom variables. Weak laws for the weighted sums Z;’;un ani Xns
are obtained.

1. Introduction

Let {un,n > 1} and {v,,n > 1} be two sequences of integers (not
necessarily positive or finite), and let {k,,n > 1} be a sequence of
positive integers such that k, — oo as n — oo. Consider an array of
constants {an;,un < i < v,,n > 1} and an array of random variables
{Xni,un < i < vp,n > 1} defined on a probability space (2, F, P).
When u, = 1,v, = k,,n > 1, weak laws of large numbers for the array
{Xn:} have been established by several authors (see, Gut [2], Hong and
Lee [3], Hong and Oh [4], and Sung [8]). An array {X,;,1 <i < k,,n >
1} is said to be Cesaro uniformly integrable if

(1) lim sup -~ ZE[XMII(IXM| >a)=0.

a—oo n>1

This condition was introduced by Chandra [1].
Ordonez Cabrera [5] extended the notion of Cesaro uniform integra-
bility to {an;}-uniform integrability as follows.
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An array of random variables {X,;, un < ¢ < v,,n > 1} is said to be
{a; }-uniformly integrable if

(2) lim sup Z | | E| X | I (| X ni| > a) = 0.

a—00 >y
i=Un

Note that {an; }-uniform integrability reduces to Cesaro uniform integra-
bility when a,; = k,;! for 1 <1i < k, and 0 elsewhere. Ordonez Cabrera
[5] obtained weak laws for weighted sums of {a,;}-uniformly integrable
random variables, where the weights satisfy lim,_.o SUP, <;<y. |Oni| =
0 and sup,,>; > ;" |ani|” < oo for some 0 < r < 1. o

In this paper, we prove the results of Ordonez Cabrera [5] under a
weaker condition on the weights.

2. Main result

Throughout this section, let {an;, un, < i < v,,n > 1} be an array
of constants, and let {X,;,u, < i < v,,n > 1} be an array of random
variables.

To prove the main result, we will need the following lemmas.

LEMMA 1. (Sung [9]). Suppose that {X,;,un < i < v,,n > 1} is an
array of random variables satisfying the following conditions.

Un

1 T
(3) sup - =Z E|Xp|" < 00
and
) lim sup— Z E|Xnil"I() Xni|” > a) =0,

a-—+00
'n,>1
1=Up

where r > 0 and {k,,n > 1} is a sequence of positive numbers such that
kn, — o0 asn— oo. If 3 > r, then

> B Xl T Xl < kn) = 0o(KE'™).

T=Unp
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LEMMA 2. (Sung [9]). Suppose that {Xpi,un <7 < vp,n > 1} is an
array of random variables satisfying (3) and (4) for some 0 < r < 1 and

{kn,n > 1}. Then

k™
in L™ and, hence, in probability as n — 0o.
LEMMA 3. Let r > 0. Let {|Xni|" un <% < vy,n > 1} be {|an|"}-
uniformly integrable random variables, where {an;, u, <1 < v,,n > 1}

is an array of constants satisfying limy e SUP,_ <<y, |ani| = 0. Assume
that

(5) sup Z |ani|"E| Xni]" < 00.

——zun

If 8 > r, then

S Janl I Xndl L0 Xl < ka) = o(1),
1=Un

where k, = 1/supy, <i<v, |@ni|"

Proof. Take ki/ an; Xy instead of X,; in Lemma 1. Then we have
by (5) that

Sup—'— Z Elkl Tanz nzl < 0.

n>1 i—=u,

Since kn|ani|” < 1 for u, <@ < vy, it follows that
1 &
lim sup — Z E[k,l/rame-ITI(|k,1L/TamXM|T > a)
a—00 5> 1 i—un
< lim sup Z i |" E| X" T(| X )™ > a) = 0.
a—00 p>y
1=Up

Thus we obtain by Lemma 1 that

1 &
57 2 Elkn/mani Xni P T(k/ " ani Xonil” < kn) = o(1).

So the result follows since k,, < 1/|an;|" for u, < i < vy,. a

Now, we state and prove our main result which generalizes some re-
sults in the literature in this area. See the corollaries and example
following Theorem 1.
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THEOREM 1. Let 0 < r < 1. Let {ani,un < © < v,,n > 1} and
{Xni,un <3 < vp,n > 1} be as in Lemma 3. When r = 1, we assume
further that { X,,;} is an array of (rowwise) pairwise independent random
variables with EX,; = 0, ie., for each fixed n, X, "+, Xnu, are
pairwise independent. Then

i aniX'n.i -0

T=Unp,
in L™ and, hence, in probability as n — oo.

Proof. Take k,, = 1/sup,, <;<,, |ani|” and k,l/ "0 Xni instead of X,,;
in Lemma 2. When 0 < r < 1, the result follows from Lemma 2.

We now prove the result when r = 1. Define X, = Xp; I(| Xni| < kn)
and X, = X, — X/, for u,, <i < v, and n > 1. Since X,'l,un, e X
are pairwise independent random variables, we have by Lemma 3 with
r =1 and 8 = 2 that

Un Un
E| Z ani(Xp; — EX7)? < Z an E|X7|* — 0

as n — 00. Also we obtain by the definition of {a,; }-uniform integrability
that
Un Un
E| Y andXpi = EX}) S2) ) |anil EIX| = 0

i=Unp I=Uy

as n — 00, since k, — 0o as n — oo. Thus we have

Un Un,
< E| Z ani(Xp; — EX7)| + E| Z ani(Xp; — EX7y)l
1=Unp T=Unp

< (Bl Y ani(Xp — EX)IDY* + E| > ani(Xy; — EX])| — 0

T=Unp 1=Up

as n — oo. O
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COROLLARY 1. Let 0 < r < 1. Let {|Xni|",un < i < vu,n > 1}
be {|an;|" }-uniformly integrable random variables, where {an;, un <% <
Vn,n > 1} is an array of constants satisfying limp, o SUD, <i<y,, 10ni| =
0 and for some constant C > 0 T

(6) 3" laml|" < C for all n.
Then
Vn
Z anani -0
1=Uyp

in L™ and, hence, in probability as n — o0o.

Proof. From Theorem 1, it is enough to show that (5) holds. Since
{1Xni|"} is {|an;|" }-uniformly integrable, there exists a > 0 such that

Un,
sup Y _ |ani|"E| Xni| I(| Xni|” > a) < 1.

nzl 1=Up

Then
E|\Xpi|" = E| X" I{| Xnil” < @) + E| Xnil " I(| Xni|” > @)
<a+ EanilrI(ler > a),

which implies by (6) that

Un
sup Z |ani|" E| Xni|
n>1

=t i=Un,

Un Un
< a-sup Z lani|” + sgp Z |@nil" Bl Xni|"I(| Xni|” > a)
nzli::un n2l 1=Un

<a-C+1.
Hence (5) is satisfied. O

The above corollary has been proved by Ordonez Cabrera [5]. Ro-
hatgi [7] established a weaker result (convergence in probability) under
the stronger condition that {X,,n > 1} is a sequence of independent
random variables which is uniformly bounded by a random variable X
with E|X|" < co. Wang and Rao [10] extended Rohatgi’s result to L"-
convergence under the uniform integrability (without independent con-
dition).
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COROLLARY 2. Let {Xp;,un < i < vp,n > 1} be {an; }-uniformly in-
tegrable (rowwise) pairwise independent random variables with EX,,; =
0 for u, < i < v, and n > 1, where {ap;,up, < i < vy,n > 1} is an
array of constants satisfying limy, oo SUp,, <i<, |ani| = 0 and for some
constant C > 0 o

(7) Z lani| < C for all n.
1=Up
Then

i OniXni — 0

T=Unp
in L' and, hence, in probability as n — oco.

Proof. By Theorem 1, it is enough to show that (5) holds when r = 1.
The proof of the rest is similar to that of Corollary 1 and is omitted. (J

The above corollary has been proved by Ordonez Cabrera [5]. Pruitt
[6] established a weaker result (convergence in probability) under the
stronger condition that {X,,n > 1} is a sequence of independent and
identically distributed random variables with £X, = 0 for n > 1. Ro-
hatgi [7] extended Pruitt’s result to a sequence of independent ran-
dom variables which is uniformly bounded by a random variable X
with E|X| < co. Wang and Rao [10] extended Rohatgi’s result to L!-
convergence for uniformly integrable pairwise independent random vari-
ables.

The following example shows that the conditions of Theorem 1 are
weaker than the conditions of Corollary 2.

EXAMPLE 1. Let {X,,n > 1} be a sequence of pairwise independent
random variables such that X,, = *+1/logn with probability 1/2 if n
is not a perfect cube, and X, = +n!/3 with probability 1/2 if n is a
perfect cube (i.e., n = j3 for some positive integer j). Define an array
of constants {an;,7 > 1,n > 1} as follows.

logn/n if1<i<n,
"o if i > n.
Since Y ;o |ans| = logn, we can not apply this example to Corollary 2.
Observe that

Z E\X;| = Z 1/logi = O(n/logn)

i#5 i<n i#j%i<n
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and

i (4 1/3(,,1/3 1
| = 1/3 _ . Joljo+1) _ n'/S(nt/?41)
Y Bxi= Y =Y =Rt nte Tl

i=33,i<n i=j3,i<n 73<n

where jo = max{j : 2 < n}. Thus we have

= logn <
> lanl EIXi| = =223 Bl
i=1 i=1

1/3(,,1/3
S1ogn n_y,n (n'/° +1)

0 =0(1).
- (logn 5 ) =0(1)
Ifa>1, then
> logn
3 lani EIXI(IX] > a) = i 3 EIX)
i=1 i=53,a3<i<n

Hence, for a > 1, we have

[o ]
logn
supz |ani | E| X I(| X;| > a) = sup & Z E|X;|
n2130 n>a® T i=53,a8<i<n

n/3(n/3 4 1)logn
-

< sup 0
n>a3 2n
as a — oo. Therefore the conditions of Theorem 1 with r = 1 are

satisfied. By Theorem 1, we obtain

i am-Xi —0
i=1

in L! and, hence, in probability as n — oo.
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