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Grouping the Range Blocks Depending on the
Variance Coherence
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ABSTRACT

The general fractal image compression provides a high compression rate, but it requires a large encoding
time. In order to overcome this disadvantage, many researchers have introduced various methods that
reduce the total number of domain blocks considering their block similarities or control the number of
searching domain block depending on its distribution. In this paper, we propose a method that can reduce
the number of searching domain blocks employing the variance coherence of intensity values and also
the number of range blocks requiring the domain block search through the classification of range blocks.
This proposed method effectively reduces the encoding time and also a negligible drop of the guality
as compared with the previous methods requiring the search of all range blocks.
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1. INTRODUCTION

Many researchers have accomplished great ad-
vances in the Multimedia techniques that include
a variety of media contents such as audio, video,
and so forth. In particular, image data compression
and decompression techniques became one of main
interest fields.

The fractal image coding has evolved greatly
from its first version proposed by Jacquin.[1] Frac-
tal image coding is based on the self-similarity that
a rectangular area called a range block in an image
shows very similar shape with another area called
a domain block. Its main problem is to fastly gen-
erate the affine transformation converging between
these two blocks in an image. The Fractal image

coding has many advantages such as fast de-
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coding, resolution independence, and high com-
pression rate. While its drawback is to have a long
computing time in encoding phase.

Since the Jacquin's algorithm is introduced,
many researchers have developed several tech-
niques that‘greatly speed up the fractal irmage
coding.[2]

In some techniques, domain and range blocks are
classified into some classes according to their
common characteristics. The search of the best
domain block for a particular range block is re-
stricted within the same class.[3-6]

In addition to classification techniques, the
nearest neighbor search techniques make an ap-
propriate data structure presenting the feature
vector and then select the candidates for searching
from the data structure.[7-10]

Polvere and Nappi introduced two algorithms.
[12] One is to combine two techniques proposed
by Saupe[8] and Fisher[13]. The other aigorithm
is to consider the mass center to Saupe’s algorithm.
Lee and Ra tried to reduce the number of domain
blocks searched in order to fine the best match for

each range block using the current minimum dis~

. tortion and variance difference between a candidate

domain block and range block.[11]
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These methods do not consider all domain
blocks for a range block. So, it has become very
important problem to select the adequate char-
acteristics for rapidly deciding the most similar
domain block for a range block.

In this paper, we propose an algorithm that
select candidate domain blocks using the variance
of each block in an image. It will speed up the
encoding time because the search for a range block
is restricted within candidate domain blocks with
similar variances. We also try to restrict not only
the number of searching domain blocks but also
the number of range blocks requiring domain block
search.

So, we first classify all of the range blocks into
similar groups using the variance of each block,
and then determine a key range block by means
of comparing with the similarity of range blocks
within same group. The domain blocks are
searched only for the key range block of each
group. From these results, we can deduce the
fractal code for the remaining range blocks using
the relationship between the key range block and
the range block.

This paper is organized as follows: Section 2
describes existing fractal algorithm and the feature
of variance. In section 3 we introduce our proposed
method. Experimental results are given in section
4. Section 5 contains concluding remarks and

future work.

2. GENERAL FRACTAL CODING

Fractal Image compression technique is based
on the IFS(Iterated Function System) theory that
can reconstruct the original image starting from
arbitrary image. This method divides an image into
range blocks of the same size. We search most
similar domain block for a given range block in
order to obtain transformation function between
two blocks. The similarity between a range block
and a domain block can be estimated by MSE

(Mean Square Error). The MSE is defined as

MSE(R, D) = L1 ZI(S cdito—7) 1)

where D’ is the result that an affine trans-
formation is applied to a domain block. ri and d;
represent pixel values of range block and affine
transformed domain block respectively. s is a
contrast scale coefficient and 6 is a difference
between the mean value of a range block and that
of a domain block.

Average and variance of any domain block D
can be calculated by

ave(D) = (2)
var(D)

==z

24,
Zl(d,-— ave(D))?

For affine transformed block D, its average and

variance expression are given as follows.

ave(D') =s-Ave(D)+ o 3)
var(D') =+ VarD)

Therefore, we can express MSE between a
range block and an affine transformed domain

block such as follows.

MSE(R, D)
1 g:l(s e dit ave(R) — s - ave D) — r)?

2(s - (di= avel D)) = (i~ ave( R))’
(4)

sl

As mentioned in the equation (4), we can see
that the MSE between a range block and a
transformed domain block is small when the
difference between s - (di-ave(D)) and (ri-ave(R))
is small. In other words, it is quit probable that
MSE between two blocks will depends on the
difference of their variances. Our proposed al-
gorithm is effected from this statistical features.

3. PROPOSED METHOD

3.1 Classification of Range Blocks

Fractal compression algorithm mostly spends
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many execution times in searching the most
similar domain block corresponding to a range
block. Therefore, the encoding time is very ex-—
pensive because this algorithm has to examine a
great number of domain blocks with respect to
each range block every time. If the intensity values
of two range blocks have similar variance, we can
guess that two range blocks will have very similar
group of searching domain blocks. Thus, we can
use one of the two range blocks to obtain fractal
code and then generate the fractal code of the other
range block from its result. This idea can cut off
the many execution times but it does not give a
great effect on the quality of reconstruction image.

So, we first classify all range blocks into several
groups using the block coherence and variance
difference between range blocks.

In order to classify the range blocks, we first
sort the range blocks in ascending order con-
sidering their variance. These range blocks will be
grouped. As an initial state, we assume that each
range block has its own group and becomes a key
range block in the group. That is, the number of
groups is equal to the number of range blocks.

Now, we examine the block coherence between
each key range block with similar variance. If MSE
between two key range blocks is lower than a
given threshold, these range blocks are turned out
to be the same shape and then merged into the
same group. One of two range blocks becomes a
new key range block of the merged group. This
process will be iterated until we can not find range
blocks to be merged. As a result, all range blocks
are classified into several groups using variance

and block coherence.

3.2 Searching Domain Blocks

We should greatly reduce the number of domain
blocks to search for finding the most similar
domain block of a range block. In order to restrict
the number of searching domain blocks for a key
range block, we will utilize the relationship

between the variance and the MSE for each block
as mentioned in chapter 2.

For this relationship, we first compute the
variances for all of the key range blocks and all
of the domain blocks and then sort the variance
in ascending order.

Most previous works use the nearest likelihood
searching technology to seek the domain block that
looks most likely the feature of range block[6].
However, we examine the sorted domain blocks in
order of variance to find a domain block whose
variance presents small difference with a key range
block. We also consider the order of the variances
of key range blocks. We make a sorted range list
and a sorted domain list that are composed of the
variances of all the range blocks and all the domain
blocks, respectively.

To find the most similar domain block to a key
range block, we first choose candidate domain
blocks to be compared with the key range block
using variance. For the first key range block in the
sorted range list, we compare the variance of the
key range block with the domain blocks from the
first domain block in the sorted domain list until
find a domain block with the smallest difference
in variance. If the domain block is found, we select
some domain blocks near the selected domain block
as candidate domain blocks.

And then we calculate the MSEs between the
key range block and all of the candidate domain
blocks. The remaining domain blocks are not con—
sidered. Fractal code is evaluated from an affine
transformation between the domain block with the
smallest MSE and the key range block.

As range blocks and domain blocks are sorted,
the search for the next key range block is restarted
from the previous selected domain block. This
procedure is iterated up to the last key range block
in sorted range list.

Thus, we obtained the fractal code for all key
range blocks. From this fractal code, we can
evaluate the fractal code for the other range blocks
using the relationship between a range block and
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its corresponding key range block.

4. EXPERIMENTAL RESULTS

We have made the several experiments on a PC
with an Intel Pentium IV 1.5GHz CPU and 256MB
main memory. We have obtained the experimental
results from a 256 X 256 gray scale image, as called
“Lenna”. The image is divided into non-overl-
apping 4X4 range blocks and overlapping 8% 8
domain blocks. For each domain block, we con-
sidered eight isometric transformations. The per—
formance of the our proposed algorithm is com-
pared with the full search fractal coding algorithm
and VPS algorithm proposed by Lee and Rall1] for
the encoding time and PSNR. We also consider all
range blocks to show the efficiency of the range
classification.

Fractal code bits for a range block include (x,
y) position of the best match domain block(14bits),
intensity offset(8bits) and isometric transformation
(3bits). The compression method employs the same
bits for the same sized range blocks. In our
experiment, we employed the compression method
with 1.54bpp.

As shown in Table 1, the encoding time of our
method takes about 1.4%6 encoding time rather than
that of full search and also is shorter than VPS.

Table 1. Results for the “Lenna” image

Encoding
METHOD NOD Time P(SNR
% sec

The Full Search | 15875 | 100 | 8290 | 32.30
method

i (1) VPS 3775 | 254 | 2,109 | 32.30
Full Search | 15625 | 100 | 2,106 | 3297

20 0.27 56 2998
Proposed | ey 200 [ 134 [omol 131
300 174 | 3669 | 3150
Method ™ Range 20 | 033 | 70 | 2991
Classification] 200 096 | 20.15 | 3118
(2117) 300 132 | 2717 | 3139
*VPS : The proposed method in [11].
*Method 1 : the case that considers all range blocks(does
not classify range blocks).
*NOD : the number of searched domain blocks per range
block.

Method 1 is the result for considering all range
blocks. When the number of searching domain
blocks is restricted to 20, the encoding time takes
5.6 seconds, but the quality of reconstruction image
comparing with the typical method is deteriorated
from 32.97dB to 29.98dB. The encoding time for 200
and 300 candidate domain blocks took 28.21
seconds and 39.69 respectively. Their PSNRs in
reconstruction image became 31.33dB and 31.50dB,
respectively.

From these results, we can see that small
number of candidate domain blocks does not give
good results. That is, if we excessively reduce the
number of candidate domain blocks such as the
case of 20 in Table 1, the reconstruction image will
face with the serious deterioration in quality.
However, it is not good method to increase the
number of candidate domain blocks to improve the
quality in reconstruction image because of the
encoding time.

In the case of Range-Classification, when MSE
threshold is 150 and 100 range blocks with similar
variance are considered, all range blocks are
classified into 2117 groups. The number of range
groups are dependent on threshold value. In this
case, when the number of searching domain blocks
is restricted to 300, we obtain about 30% reduction
in encoding time and also slight changes in the
quality of reconstruction image. As shown in Fig.
1, original image is very similar with the recon-

struction image of the proposed method.

(a) The original image (b) The reconstruction
image

Fig. 1. The result image of “Lenna’.
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5. CONCLUDING REMARKS AND FUTURE
WORK

In this work, we introduced a method that
restricts the number of searching domain blocks
using the variance coherence of the range blocks
and the domain blocks.

To speed up the encoding time, we classified all
of the range blocks into several groups that have
the similar distribution of variance. And all blocks
in the same group have the MSE of the block
within a given threshold. We chose a key range
block in each group and tried to obtain a fractal
code only for the key range block. Their results
are used in deducing the fractal code of remaining
range blocks in corresponding group. Through the
classification of range blocks using block coher-
ence, we can make a greate speed-up in com-
pression keeping similar quality of reconstruction

image.
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