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Abstract

In this paper, we propose a method to estimate camera motion parameter based on invariant point features. Typically, feature
information of image has drawbacks, it is variable to camera viewpoint, and therefore information quantity increases after time.
The LM(Levenberg-Marquardt) method using nonlinear minimum square evaluation for camera extrinsic parameter estimation also
has a weak point, which has different iteration number for approaching the minimal point according to the initial values and
convergence time increases if the process run into a local minimum. In order to complement these shortfalls, we, first propose
constructing feature models using invariant vector of geometry. Secondly, we propose a two-stage calculation method to improve
accuracy and convergence by using homography and LM method. In the experiment, we compare and analyze the proposed
method with existing method to demonstrate the superiority of the proposed algorithms.
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1. Introduction

Ubiquitous computing involves every computer being con-
nected, invisible to the user's eyes, always available regardless
of time and place, incorporated into our everyday lives and
offers an autonomous support for people. Especially, the ubig-
uitous location-based service (u-LBS), that provides location
information of objects such as people and things leads the van
of these services, localization technique is an important ele-
mentary technology to implement such services. Methods for
acquiring location information include using sensors, using vi-
sion technology and combining the two approaches. Sensors
such as the odometer and the inertial navigation system (INS)
yield accurate data only when the inherent error of sensor it-
self is resolved. If we use the vision technology that recog-
nizes the location with image information, we can get more
accurate data than the sensor. However, extracting visual char-
acteristic data for recognition is not an easy task. A typical
example of vision-based localization is employing artificial
marks to recognize the location. Such application has dis-
advantages of generating mismatches during camera operation
because image feature information is varying according to the
camera viewpoint, so must set numerous assumptions and re-
strictions [1]. The nonlinear minimization method being used
to evaluate the camera's extrinsic factors calculates an opti-
mized solution by minimizing the error. However, the number
of iterations for approaching the minimal point varies accord-
ing to the initial values and the time required for convergence
increases if the process runs into a local minimum point [2].
In order to complement these shortfalls, we first propose con-
structing feature models using mathematical tools from projec-
tive geometry for identification. Invariant vector in this paper
is a characteristic value of corner point unrelated to the cam-
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era viewpoint. Secondly, we propose a two-stage calculation
method to improve accuracy and convergence by using the in-
formation acquired by homography as initial values of the LM
method. A block diagram of proposed framework is shown in
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Fig. 1. Block diagram of proposed configuration

2. Methodology

2.1 Cross Ratio, PPIV and Feature Extraction

In order to extract features unrelated to the viewpoint, this
paper uses cross ratio of five points on a single plane defined
in projective geometry. According to the theorem, when there
are five points in a homogeneous coordinate system of a
two-dimensional space, if the points exist on a single plane,
and three of the five points are not on a same line, a cross
ratio of two independent projective invariant values exist as
shown in Eq. (1)[3].
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det(m,,) is the matrix determinant calculated with coor-

dinate data Z, ¥ of the comner points Ci, 03, &. Since cross

ratio A1, Az is sensitive to permutation, we employ the per-
mutation invariant J vector as descriptor since its value is
bounded (between 2.0 and 2.8) and, therefore, does not suffer
from instabilities due to singularities, and it can provide di-
rect point to point correspondences across matched quintuples.
Eq. (3), which indicates each element of the five 2-dimen-
sional invariant J vectors are calculated with Eq.(2), and it is
called PPIV(Projective and Permutation Invariant Vector) in
geometry [4]. In order to reduce the amount of calculation
and create robust feature models, salient map of the image can
be used, and the comer points are extracted using the
KLT-CD algorithm [5] within the salient region. The salient
map is based on the theory that the distinctive area of the im-
age has a higher value than other smooth areas [6].
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Each of the five points is in a 1:1 mapping relationship
with each invariant vector J®*. The KLT-CD algorithm differ-
entiates the image within the region in T and ¥ direction as
shown in Eq.(4), multiplies the transposed matrix and adds all
the matrix determinants in the region.

2
0z T 9 9z 3.9,
= =</ = . — Y
g [gy] 99 [gy”g gy] [gzgy gf]

2
Z= IL [ gi;y gcg;’;]m, z=(z,y), w:weighting function

)

Since matrix Z contains the pure texture information, ana-
lyzing the eigenvalue of Z categorization of
characteristics. If two of the unique values are large, it signi-
fies that there are corner points to be extracted. The permuta-
tion combination is a set of numbers of cases arranged in or-
der by drawing five points from the corner points within the
region without duplication. PPIV for permutation combina-
tion is calculated using Eq.(1), (2) and (3). Fig.2 displays the
image of the process of extracting corner points using the
KLT-CD algorithm.

allows
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(d)Extracted corner image
Fig. 2. Process of extracting comer points

(c)Differential image(y)

2.2 Learning and Recognition

If the PPIV were to be preserved under projective trans-
formation, the first condition is that there must not be three
points that exist on a single line because it causes the matrix
determinant to be 0, creating a cross ratio of 0 or 8.
Secondly, the points must be on ‘an identical plane. The re-
striction of coplanarity stems from the requirement of in-
variance of the cross ratio. In order to eliminate permutation
combinations with three points on a single line, a Grimm ma-
trix [3] was used in experiment. For the purpose of checking
whether the points are on an identical plane, each vector was
checked to see if the value was between 2.0 and 2.8. In this
paper, we call quintuple points after collinearity and copla-
narity test as feature model candidate. The vector ordering
techniques [7] was applied to the feature model candidates to
extract robust outliers. This approach based on the Euclidean
distance from mean invariant vector as Eq. (5), Eq (6).
PPIV; in Eq.(5) is the vector of the fth feature model candi-
date, where the superscript J in Eq.(6) denotes the jth vector

component.
PPIV o = (1 /q)_q‘j;PPIVi ®
q ‘feature model c_andidates
d,= \/ﬁ] (PPIVi— PPIV},..) (6)
i=o

2.3 Matching using Similarity Function and Graham
Search Method

If matching is performed for all feasible blocks by search-
ing the entire salient map, it increases the time complexity as
well as the mismatch rate. Therefore, we propose a method
for conducting the matching stage for only the blocks with a
high degree of similarity between two blocks based on a sim-
ilarity assessment function. A similarity function Ry uses a
correlation equation as shown in Eq.(7).
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Where Un, Hmdenote the mean in N, M, HUmn is the mean
intensity value of the pixel-wise product values of the pixels
from two window positions, M, N. And On = Umn— Hnlln is
the standard deviation in N.

While matching has been performed solely based on the
PPIV value in previous studies [8], it is irrational to use on-
ly the PPIV value that is sensitive to noise. In turn, this
study applied the threshold value (0.08). Then a convex hull
test was performed using the Graham searching algorithm to
filter incorrect matching candidates, and get point- to-point
correspondences. Points on the convex hull are preserved dur-
ing projective transformation [9]. Therefore, convex hull test
can be additionally used to determine accurate 1:1 corre-
spondence of a feature models. The Graham searching method
uses back tracking that makes up for the disadvantages of the
conventional method with numerous searching grounds. It as-
signs candidates to a solution set and finds an optimal sol-
ution through back tracking method. Whereas a general algo-
rithm requires an exponential time, Graham searching algo-
rithm only involves a polynomial time since is completely
eliminates the solutions not mee'ting the conditions. Figure 3
displays the process of seeking points on the convex hull us-
ing the Graham algorithm.
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Fig. 3. Convexhull test using Graham search algorithm

From the five points, select £y with the least ¥-axis value
and the greatest ZT-axis value as the axis point (a). Align the
remaining points around o with the angle with the positive
Z direction as the key (b). Then as shown in (c), consider the
three points Py, P, P, as the points on the convex hull and
add as another point 5 on the convex hull. In order to verify
whether P» is a point on the convex hull, check if Fs, P, P
are in the counter clockwise direction(d). If not, eliminate F»
on of the three points as a point on the convex hull. In
Figure (e), Py s again added as a point on the convex hull,
the direction of Fu, P3, P is examined, and P4 is considered

as a point on the convex hull.
From the set of feature model candidates, the most outliers

according to Eq.(6) were finally selected as robust feature
models. Their graphical representation, along with the corre-
sponding values of the invariant vectors PPIV;(0 <1< 2)
is given Fig. 4. These three candidates constitute robust fea-
ture models. During navigation same scene is viewed from a
different vantage-point (Fig. 5). Under a similar procedure co-
planar quintuples are extracted and successful matches with
reference image are examined. These quintuples constitute the
recognized feature models.
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2197451 2267432 2092345
L1=[2345311 12=|2423140 L3=|2.198164
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2436736 2713234 2516783

Fig. 4. Robust feature model identified during learning
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Fig. 5. Recognized results

Finally, a transformation matrix of two images is calculated
using feature model with determined point-to-point
correspondence. It is obtained from the solutions of the linear
system constituting the eight equations [10].

2.4 Camera Motion Parameter Estimation

This section describes a method for estimation the camera's
motion factors using the acquired feature model set.

2.4.1 Coordinate Transformation

Where there is a 2-dimensional image coordinate Z.y that
corresponds with the 3-dimensional coordinate system under
the perspective projection, the image coordinates ',y accord-
ing to translation and rotation can be expressed with 8 varia-
bles as in Eq.(8). If camera rotation is not substantial and the
focal length is large and consistent, the relationship between
the 3-dimensional coordinates and the corresponding 2-dimen-
sional image coordinates can be expressed with an affine mod-
el as in Eq.(9) [11].
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Once the rotation matrix £ is calculated, the rotation in-
formation of each axis is inferred as in Eq.(12).

o= atan(ﬂj fB=asin(—n3) ~v= atan(ﬁi] (12)

1 )’ ’ 733

However, since the obtained ¢, 3, v are induced from a
periodic function ($in, tan), there is the ambiguity of yield-
ing different angles at similar values. Therefore, we use these
data as initial values of the LM algorithm during the experi-
ment to obtain the final solution with improved accuracy and
convergence.

2.4.3 Nonlinear Minimizing Method by Levenberg-
Marquardt

The LM algorithm is one of the minimization methods us-
ing nonlinear minimum square evaluation [2]. If the object
function correctly approximated to a localized 2-dimensional
function, the Gauss Newton method should be applied.
Otherwise, a gradient reduction method is applied. The LM al-
gorithm defines the average square error to evaluate the sim-
ilarity between the output and the actual output. In tum, if the
object function based on the affine model in Eq.(13) is de-
noted as x°(a), it can be set as Eq.(14).

2 +ay+

Yoy o) =[BEN =BT s
N - Y

C(a)= YUt 0], 19

In Eq.(14), Y denotes the 7 th input feature model,0; the

[ th data variance, and W; the weight value of 0 or 1. If the
object function of Eq.(14) is approximated to the form of a
second-order equation for the factor @ using Taylor series, it
can be expressed as Eq.(15).

){"(u)::r—d-&-l-—%-a-D-a (15)

In the above equation, € denotes the first-order differential
matrix of the factor @ for the object function, and D denotes
the Hessian matrix, which is the second-order differential ma-
trix of the factor @. Furthermore, the factor @ can be calcu-
lated with the reverse-Hessian method as in Eq.16).
Conversely, if the above equation cannot be approximated to a
second-order equation, it should be resolved with a gradient
reduction method as in Eq.(17).

i = G+ D7+ [V X ()] (16)
Onezt = Qour— cONStATE X VX* (Gcur an
3. Experimental Results
The proposed algorithm has been implemented and ex-
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perimentally verified in an indoor environment. The image
was captures with Nikon Coolpix 3200 and standardized into
640x480 pixels. For the feature models recognition experi-
ment, three robust feature models(FM) were extracted from the
reference image through learning, and the recognition rate was
calculated using 50 input images with different camera views.
Table 1 displays the recognition results. CR is the percentage
of correct recognitions of robust characteristic models, and
MR (Miss-Recognitions), FP (False-Positives) and FN (False-
Negatives)are percentage of incorrect recognitions, recognitions
of other feature models as robust models and elimination of
robust feature models, respectively.

Table . Recognition results of feature model

FM CR MR FP RN
FM1 48(96%) 1(2%) 0(0%) 102%)
FM2 45(90%) 102%) 3(6%) 2(4%)
FM3 49(98%) 0(0%) 1(2%) 0(0%)

TOTAL | 473(94.6%) | 0.7(14%) | 132.7%) | 102%)

From the way that comparison of recognition rates using
the conventional method[8] and the proposed method of using
the similarity function and the convexhull test by Graham
search algorithm, the recognition rate of the proposed method
was 94.6%, a 1.3% improvement from the conventional meth-
od of 93.3%. Conventional method means recognition results
by only PPIV values without convexhull verification.
Furthermore, when the robust feature models were not in-
cluded, the rate. decreased from 2.7% to 2%, indicating that
performance had been improved for the proposed method.

Figure 6 compares the accuracies when motion parameter is
obtained with the homography matrix and using the improved
LM algorithm for 10 different images with known rotation
information. The x axis contains index of 10 images used in
the experiment and the y axis displays difference between
known rotation data and the data acquired from homography
and the data obtained by using the improved LM algorithm
with homography's results as initial values of LM. Since the
rotation information obtained from homography is induced
from a periodic function, there is a significant error between
the actual rotation data. However, when the LM algorithm is
deployed, the result improved substantially.

aBfesence
Laegreel

Fig. 6. Accuracy comparison
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4. Discussion

In this paper, we proposed a method for extracting features
unrelated to the viewpoint to calculate the camera's motion
factors. Projective and point permutation invariant vectors have
been employed to characterize feature patterns. The method
proposed for the motion factor calculation involves making up
for the disadvantages inherent in the conventional LM algo-
rithm to improve convergence and accuracy, allowing ex-
traction of optimal camera motion factors. Features used in
this paper exist on a coplane, and there are restrictions under
indoor environments where there is a geometric model. In
turn, there must be continuous studies on extracting character-
istics that is robust to the outdoor noise and without
restrictions. Additionally, uncertainty issues due to total or
partial occlusions of stored features at recognition need further
research.
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