The Korean Communications in Statistics
Vol. 13 No. 2, 2006, pp. 359-368

Rank Scores for Linear Models
under Asymmetric Distributions 1

Young Hun Choi 2

Abstract

In this paper we derived the asymptotic relative efficiency, ARE(ms, rs), of our
new score function with respect to the McKean and Sievers scores for the
asymmetric error distributions which often occur in practice. We thoroughly
explored the asymptotic relative efficiency, ARE(ms, rs), of our score function
that provides much improvement over the McKean and Sievers scores for all

values of r and s under asymmetric distributions.
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1. Introduction

Since McKean and Sievers (1989) discussed suitable score selection procedures
for analyses of linear models under error distributions, Ozturk and Hettmansperger
(1996) derived the robust estimates of location and scale parameters by minimizing
distance criterion function. Ahmad (1996) developed a new class of Mann-
Whitney-Wilcoxon type test statistics which only considered the one side tail
probabilities of the underlying distribution. Ozturk and Hettmansperger (1997)
considered the distribution functions reflecting both right and left tail probabilities.
Ozturk (2001) considered another class of Mann-Whitney-Wilcoxon test statistics
by incorporating both right and left tail behavior of the underlying distributions.
Further Choi and Ozturk (2002) introduced a new score generating function for the
rank dispersion function in a multiple linear regression model which improved the
efficiency for many distributions by comparing the score function with the rth
and s th power of the tail probabilities of the underlying probability distributions.
Choi (2004a) explored efficiency comparison over the Wilcoxon scores under the
asymmetric distributions in essence.

Now the main purpose of this paper is to extend the Hettmansperger and
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McKean (1998) and Choi and Ozturk (2002)'s concept, where the distribution
function reflects on both right and left tail probabilities and produces robust
estimators with high efficiency, into the rank estimate of regression parameters in
a linear model. In addition, this paper is to extend Choi (2004b)’'s preferable rank
scores characteristics for asymmetric errors by comparing with McKean and
Sievers (1989) scores, which is currently known as one of optimal scores in terms
of asymptotic relative efficiencies, since the asymmetric distributions are more
realistic and applicable with respect to the diversified scheme of distributions in
practice.

In Section 2, we propose our score function based on the rth and s th power in
considering both right and left tail probabilities. We define the dispersion function
D, (8) based on our rth and s th power score function. In Section 3, we define
the asymptotic relative efficiency, ARE(ms, rs), of our score function with respect
to the McKean and Sievers scores. In Section 4, we compare the efficiency of
rank estimator based on our proposed score generating function with the efficiency
of rank estimator based on the McKean and Sievers scores for the asymmetric
distributions.  We thoroughly explore the impact of r and s that provides
improvement over the McKean and Sievers scores.

2. Score Function

Consider the linear regression model,

¥, = a+ x1ﬂ+ €;

for i=1,---,n, where z; and [ are pX 1 vectors of explanatory variables and
unknown regression parameters respectively and e; is a random variable with

density f and distribution function F.
Jaeckel's (1972) general rank dispersion function can be defined as

T

DB) = 3 (y;— ©,8) a[R(y,— z;8)],

i=1
where a set of scores is generated by a(i)= ¢(i/(n+1)), and the score
generating function ¢(u) is a nondecreasing, square integrable, bounded function
on (0,1) and satisfies the conditions J§ ¢(u)du =0 and [{ ¢*(u)du= 1.
Now let

b(u) = \/ul)_ v - a-wr+ 7]

N i\ 1 ( i ) 1 }
a (i) = w [(n—i—l) r+1 1 n+1 + s+1 }°

TS
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where
7 52 2 rr+1)r(s+1)
7T >t -
(2r+1)(r+1)> (@2s+1)(s+1)? (+1)(s+1) I'ir+s+2)
Define the dispersion function

Drs(/B): Z?=1 ei a[R(ei)],
where Rl(e;) denotes the rank of e;= y,— z,3. Then 8 can be estimated by the

wTS

rank estimator 3,, which minimizes the dispersion function.

3. Pitman Efficiency

In this section, we compare the efficiency of our proposed score function with
respect to the McKean and Sievers scores. The asymptotic variance of the rank

estimate of § based on the McKean and Sievers scores is denoted as w(3,,).
Then from Theorem 2 of Choi and Ozturk (2002) and Lemma 3 given below, the

asymptotic relative efficiency of our estimator f3,, with respect to McKean and

Sievers estimator (,,, is expressed as

~ /p
(3.} w.. my+m,+1
ARE (ms,rs) = (-—U(Aﬂ—) St Bk i
v (B,,5)
2
where 7., = (f[rFT_l(t)+s(1—-F(t))S"l] fQ(t)dt> .
The asymptotic relative efficiencies ARE(ms, rs), where ARE(ms,rs) < 1 implies
that the efficiency of our score function is superior to that of the McKean and

(3.1

Trs My My

Sievers scores, are discussed below for several asymmetric distributions by using
the generalized F' distribution. Let F be a random variable having an F,

my.2m,
distribution with 2m, and 2m, degrees of freedoms. Then 7'=log (F) is said to
have the generalized F distribution, GF(2m,,2m,), with 2m,; and 2m, degrees of

freedoms with a variety of shape and tail behaviors.

Lemma 1. The generalized F distribution, GF(2m,,2m,), with degrees of
freedoms 2m, and 2m, has the following probability density function.

I’(ml-’rmg)(ml/mg)m‘ e?™

Fomeam¥) = TG ) [ ) T

(3.2)

Proof. First consider a random variable ¥ having the ordinary £, , distribution

with A and k degrees of freedoms. Then the probability density function can be
written as
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5 (F) = I((h+k)/2)(h/ K" Fheo
ok r(r/2) I(k/2) 1+ (h/k) )P+ BT
Let y=log(F), h=2m; and k= 2m,. By using integration by parts and

(3.3)

substituting F= e and dF= e’dy into (3.3), we can show that

F(m1+m2)(m1/m2 )ml e?™

7Il 1 4 ( ) = .
f2 s 2my, Y F(ml) F(mQ) [1+ (ml/m{)) ]7nl+m2
By using Lemma 1, we state the following Lemma 2.

Lemma 2. The McKean and Sievers score generating function ¢, (y)=

[mymy(e¥ —1)}/[my+m,e?] has the following properties for random errors with
GF(2m,,2m,) distribution.

my (m,+ m, ) e’

(i) )= - (3.4)
my
m2(1+ — -eJ)
(11) f¢1ns y)dy_ ;ﬁ:r% . (35)

Proof. Let F,, ,, (y)= F(y). Then for the McKean and Sievers scores,

mymy (e — 1)

¢ms(y):

my+ m, e¥

(1) ¢, ) = mym,e'{m,+me?) = (my +me?) 2me’ - mymy(e? —1)

my; my e¥ (my +my)
y)2

(my+mye

m; e’ (my+m,)

my m 2
(1+ —l—ey)
My

(ii) Substituting the result (3.2) of Lemma 1 and (3.4) of Lemma 2 yields that

' m, (m2+m1) F(m\ +’ITL.2) (ml/mz)"" f 6‘” eyml
dy = . J
f¢ms(y)f(y) Y my F(ml) F(mg) [1+(ml/m ) ey ]2+m,+m2 Y
m (m2+m ) F(m1+m2 ml/mz)"" f J(m,+1) ;
B my +m, Yy
e I(m,) I [l+ {(m,/m,) e ] 1y +2

let (m,/m,)e?=a and (m,/m,)e’dy = dz, then
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_ my{my+m,) Im, +m,) (m/m,)™ ) / (my/m)™ 2™ (m2)d:c

M, I'(m,) I'(m,) (1+w)'"l+’"2+2 E
my(my+m,) (m,+m,)(m,/m,) / " d
= . T
m, I"(m]) F(m2) (1+x)rnl+7712+2
by wusing the property of probability density function of B(m,+1,m,+1)
distribution
_ ml(m2+m1) F(m1+m2)(m2/m1) F(m1+1)F(m2+l)
- m, F(ml)F(m2) F(m1+m2+1)
. mymy
T omytmyt1

By using Lemma 2, we derive the following Lemma 3.

Lemma 3. The asymptotic relative efficiency of our estimator with respect to the
McKean and Sievers scores for the generalized F distribution with 2m,; and 2m,
degrees of freedoms is expressed as
w,, m;+m,+1
ARE (ms,rs) = et 2 ,
Trs ml m?
_ r’ N s’ N 2 T+ 1)I(s+1)
r+1)(r+1)? (@s+1)(s+1)? +1)(s+1) I(r+s+2)

and T, f[rFr J+s(1—F@) '] £t )

Proof. For easy reference, from Hettmansperger and McKean (1998) we define

the McKean and Sievers scale parameter as / Gps (w)ps (u)du where ¢;(u)=

—f (F Yw))/f(F~Yu)). Further let u= By o, (y) = F(y). Then

St oywru= = [, L,

=~ [ 6. @)1 )ay

T’lS + /¢7n8
/¢7llb

with partial integration
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from the result (3.5) of Lemma 2

My My
my+ myt+ 1

Accordingly we can sat that

1 m; +my+1
[ bl gy @du

Therefore when substituting the above result into (3.1), ARE(ms, rs) for the
generalized F' distribution can be obtained straightforwardly.

W, mytmyt+1
ARE (ms,rs) = . 2

Trs m;my

4. Efficiency Comparisons

In this section, we evaluate the efficiency of our score function with respect to
the McKean and Sievers scores for asymmetric distributions by using the
generalized F distribution. We basically explore the impact of » and s that
provides improvement over the McKean and Sievers scores. TFor comparison
purposes, ARE(ms, rs) provided in Lemma 3 are calculated for asymmetric
distributions such as right-skewed and left-skewed distributions respectively. We
evaluated ARE(ms, rs) for several values of r,s= 0(3)0.1. Tables and figures
depict ARE(ms, rs) and corresponding perspective plots as a function of r and s .

The generalized Z distribution is a very flexible distribution that covers a
variety of shape and tail behaviors. It produces asymmetric distributions which
are positively skewed distributions for m; > m, and negatively skewed

distributions for m; < m, .
4.1 Right-Skewed Distributions

<Table 1>, <Figure 1> and <Table 2>, <Figure 2> show ARE(ms,rs) and
corresponding pdf and perspective plots for the right-skewed distributions such
as GF(3,0.3) and GF(4, 0.2). The computations were made for all r,s
=0(3)0.1.
The results of <Table 1>, <Figure 1> and <Table 2>, <Figure 2> can be
summarized as follows. For the right-skewed distributions, they indicate that

v(B,,) is smaller than v(3,,) for all values of » and s. Namely for the

ms
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right-skewed distributions with high positive skewness, our proposed score
generating function provides much improved efficiency over the McKean and
Sievers scores for all values of r and s.

<Table 1> ARE(ms, rs) for GF(3,0.3) distribution

T s 0.1 05 1.0 15 2.0 2.5 3.0
0.1 0.166 0.204 0.221 0.218 0.205 0.186 0.166
05 0.202 0.215 0.225 0.223 0.215 0.203 0.190
1.0 0.231 0.233 0.243 0.244 0.238 0.229 0.218
15 0.231 0.234 0.246 0.249 0.246 0.238 0.229
2.0 0.217 0.224 0.240 0.245 0.243 0.236 0.227
25 0.198 0.212 0.231 0.237 0.236 0.230 0.221
30 0.179 0.200 0.221 0.229 0.228 0.222 0.213

ARE(ms, rs)
pdf

<Figure 1> pdf and ARE(ms, rs) for GF(3, 0.3) distribution

<Table 2> ARE(ms, rs) for GF(4, 0.2) distribution

r s 0.1 05 1.0 15 20 25 3.0
01 0.132 0.157 0.180  0.189 0.189 0182 0173
0.5 0166 0171 0186 0192 0.193 0.189 0.184
1.0 0175 0176 0.191 0.199 0.202 0.200 0.197
15 0.163  0.168 0184 0194  0.199 0.199 0.196
2.0 0144  0.155 0174 018  0.191 0.191 0.189
2.5 0126  0.142 0164 0176 0182 0.183 0.181
3.0 0.111 0.132 0155 0169  0.175 0.176 0.173
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ARE(ms, rs)

pdf

<Figure 2> pdf and ARE(ms, rs) for GF(4, 0.2) distribution
4.2 Left-Skewed Distributions
<Table 3>, <Figure 3> and <Table 4>, <Figure 4> show ARE(ms, rs) and
corresponding pdf and perspective plots for the left-skewed distributions such as

GF(0.5,6) and GF(0.2,4).

<Table 3> ARE(ms, rs) for GF(0.5, 6) distribution

T s 0.1 05 1.0 15 2.0 25 3.0
0.1 0.155 0.128 0.050 0.019 0.008 0.004 0.002
05 0.089 0.094 0.047 0.025 0.015 0.010 0.008
1.0 0.117 0.112 0.064 0.040 0.028 0.023 0.021
15 0.161 0.142 0.087 0.059 0.045 0.039 0.037
2.0 0.211 0.176 0.113 0.080 0.064 0.058 0.055
25 0.264 0.211 0.138 0.102 0.085 0.077 0.075
3.0 0.317 0.245 0.164 0.123 0.105 0.097 0.095

ARE(ms, rs)
pdf
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<Table 4> ARE(ms, rs) for GF(0.2, 4) distribution

T s 01 05 10 15 20 25 3.0
0.1 0096 0062 0016 0005 0.001 0.001 0.001
05 0045 0042 0016 0007 0004 0003  0.002
1.0 0055 0048 0022 0012 0008 0007  0.006
15 0.074  0.061 0.031 0.019 0014 0013 0.012
2.0 0.098 0077 0.041 0.027 0022 0020 0.020
25 0126 0094 0053 0037 0031 0029 0.029
3.0 0155 0112 0066 0047 0040 0.039  0.039

ARE(ms, rs)
pdf
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<Figure 4> pdf and ARE(ms, rs) for GF(0.2, 4) distribution

As we compare the left-skewed distributions with the right-skewed
distributions, similar results can be observed. <Table 3>, <Figure 3> and <Table
4>, <Figure 4> show that our procedure has higher efficiency than the McKean
and Sievers scores for all values of r and s. Further for the left-skewed
distributions with low negative skewness, our proposed score generating function
provides much improved efficiency over the McKean and Sievers scores for all
values of r and s.

5. Conclusions

In this paper we derived the asymptotic relative efficiency, ARE(ms, rs), of our
score function with respect to the McKean and Sievers scores for the asymmetric
distributions by using the generalized F distributions. We thoroughly explored
our new score generating function that provides much improvement over the
McKean and Sievers scores. The result shows that our proposed score generating
function provides severely improved efficiency over the McKean and Sievers
scores for all values of r and s under asymmetric distributions which we
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commonly encounter in practice.
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