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An Effective Framework for Contented-Based Image
Retrieval with Multi-Instance Learning Techniques

Yu Peng* Kun-Juan Wei**, and Da-Li Zhang*

Abstract — Multi-Instance Learning(MIL) performs weli to deal
with inherently ambiguity of images in multimedia retrieval. In this
paper, an effective framework for Contented-Based Image Re-
trieval(CBIR) with MIL techniques is proposed, the effective
mechanism is based on the image segmentation employing im-
proved Mean Shift algorithm, and processes the segmentation
results utilizing mathematical morphology, where the goal is to
detect the semantic concepts contained in the query. Every sub-
image detected is represented as a multiple features vector which is
regarded as an instance. Each image is produced to a bag com-
prised of a flexible number of instances. And we apply a few num-
ber of MIL algorithms in this framework to perform the retrieval.
Extensive experimental results illustrate the excellent performance
in comparison with the existing methods of CBIR with MIL.

Index Terms — contented-based image retvieval, multi-instance learn-
ing, image segmentation, mathematical morphology, feature extraction

I. INTRODUCTION

With the rapid development of electronic manufacture and
internet technology, multimedia information is ex-
tremely exploded, multimedia data has been widely used in
today’s life, and image retrieval has been applied to extensive
fields. However, most of the existing CBIR systems in which
only global information is used or a user must explicitly indi-
cate what part of the image is of interest. The query may actu-
ally contain multiple, possibly heterogeneous objects, ambigu-
ous and difficult to be perceived. If each image can be treated
as a sub-images bag which represents semantic concepts of the
original, and each sub-image is described with a features vector,
then the target concept can be learned through Multi-Instance
Learning algorithm, the problem of the ambiguity can be grace-
fully resolved.

Multi-Instance Learning is firstly proposed by Dietterich et
al.[1] to predict the activity of drug molecules. MIL is a varia-
tion of supervised learning for problems with incomplete
knowledge about labels of training examples. Comparing to the
supervised learning model, MIL provides a new way of model-
ling the teacher’s weakness. Instead of receiving a set of bags
that are labelled positive or negative. Each bag contains many
instances. A bag is labelled positive if at least one instance in
that bag is positive, and the bag is labelled negative is all the
instances in it are negative. There are no labels on the individ-
ual instances. Learning from a small collection of positive and
negative examples, we can get the concept point and use it to
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retrieve images that contain the concept from a large data-
base. Many MIL algorithms have been proposed, such as
learning axis-parallel rectangle{APR) concept [1], diverse
density[2] is to find a concept point in n-dimension feature
space, the optimal concept point is defined as the one with
the maximum diversity densithy, which is a measure of
how many different positive bags have instances near
point, it had been applied in image retrieval[3]{4]. Zhang
and Glodman[5] combined Expectation Maximization with
DD optimization function and the computatimal time, and
can avoid local maxima since it makes major changes on
the hypothesis when it switches from one instance to
another in a bag, and also, a kNN based Citation-kNN
algorithm was proposed to solve MIL problem in [6]. »

The CBIR system with MIL techniques must be based on
precise segmentation, accurate object detection and effective
features extraction, which play a key role in developing a prac-
tical retrieval system, the nucleus of the techniques is how to
transforms an image into an meaningful bag(a set of instances),
we call this process bag-generator, the excellent bag generator
can output a variable number of instance to represent the se-
mantic concepts accurately and tactfully, which can perform
the algorithm easily and straightforwardly, and improve the
precision of the retrieval results.

In this paper, we present a superior bag generator named Su-
perBag in our framework, experiments show that our work
achieves a satisfying results in image retrieval system in com-
parison with the other existing methods. The paper is organized
as follows. Section 2 presents SuperBag’s techniques details. In
section 3 the experimental results will be demonstrated. In the
end, a conclusion is given in section 4.

II. SUPERBAG TECHNIQUES

2.1 Mean Shift Analysis with Improved Fast Gauss Transform

Mean shift, proposed by Fukunaga and Hostetler[7], a non-
parametric estimator of density gradient, which is associated
iterative procedure of mode seeking. Given n data points

X,,**+, X, in the d-dimensional space R ¢ , the multivariate
kernel density estimator with kernel function g(x) and window

bandwidth  , is given:

A 1 7 - X;
7)o 3 k(25 0

Where the d -variable kernel K(x) is nonnegative and

integrates to one. The Gaussian kernel is a common choice.
The mean shift algorithm is a steepest ascent procedure which
requires estimation of the density gradient:
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the normalization coefficient. The first term is proportional to
the density estimate at X computed with kernel G, the second
term is the mean shift.
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Which is proportional to the normalized density gradient and
always points toward the steepest ascent direction of the func-
tion[8]. The mean shift algorithm iteratively performs the fol-
lowing two steps till it reaches the stationary point:

. Computation of the mean shift vector m( xk) ;

. Updating the current position
k+1

= x m(x").

In order to efficiently estimate sums of Gaussians, Yang and
Duraiswami[8] develop an improved fast Gauss trans-
form(IFGT) applied to the mean shift algorithm, which can
dramatically reduce the computational complexity and storage
cost, and speed up the kernel density estimation, as illustration
in [8], which is the keystone for application in segmentation for
image database retrieval procedure. We first transform the im-
age to L*u*v color space, employ the mean shift with IFGT
algorithm in the joint spatial-range domain with h=0.1 to all the
points, k£ =5 is the number of clusters, the convergence
points are grouped by a simple k-means algorithm, there is none
post-processing procedure as in[9]. Figure 1 shows the surpris-
ing results performed by mean shift analysis with [FGT.

(b

Fig. 1. Segmentation using Mean Shift Analysis with IFGT. (a)
Original images. (b) Segmentation results (h=0.1 k=5).

2.2 Object Detection Using Mathematical Morphology

After segmentation, the image has been divided into
several patches, every pixel x, (i =1,---,
labelled by £ = (1,2,

long to one class, they share the same class label, but they are
not always connected.

n) of the image is
k ), if the pixels or the patches be-

. Denote the ith pixel by its coordinates (x,,¥,),all

pixels’ coordinates of the same class are composed to a
2 x N position matrix, where N is pixels number.

. Transfer every class to a binary image respectively
according to the class’s position matrix, the binary im-
age keeping its contour and distribution.

. Employ Hit-or-miss transformation[11] of mathemati-
cal morphology to eliminate isolated pixels, and apply
the opening operator: AoB = (AGB) ®B, where B is a
4 x 4 unit square structuring element, the results re-
serve the large blocks and smooth the objects’ con-
tours.

. Eliminate the blocks which areas are less than 5% of
the whole area, and map the large blocks to new posi-
tion matrices, then crop the sub-images from the origi-
nal image according to the new position matrices.

As shown in Figure 2(c), five distinct concepts have been de-
tected, we regard the blobs detected as the ob- jects coarsely,
and yet, it can satisfy the requirement of CBIR. In addition, the
number of the detected objects (sub-images) can be varied
adaptively and flexibly by the above methods. So we can de-
scribe the whole image with these semantic concepts.

2.3 Feature Extraction

For each object above, we extract a vector to represent it as
an instance which is composed of color information, texture
characteristics and statistical invariable moments. Calculate
mean and standard deviation of R, G and B. We use Gabor
wavelet transform[10] to extract the texture feature, which is
based on the Gabor function, f(x, y)is the impulse response

of the mother wavelet :

Feuy=(
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Then obtain the self-similar filter dictionary by appropriate
dilations and rotations of f (x, y) :

fon )=k f(K"X k") 5)

Where x' = xcos@+ ysin@ , y =-xsinf+ ycosd, 6 =
nr/N, m=01,--,M -1, n=0,,- ,N
four scales M=4 and six orientations K=6, these 24 filters can
be considered as the statistics of these micro-features in a given
region are often used to characterize the underlying texture
information [10].

But, as Figure 2(c) shown, the detected object’s shape is ir-
regular, we need to convert them into gray available subimages,

— ]’ WE usc
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Fig. 2. Object detection and pre-treatment of feature extraction. (a) Original image. (b) Segmentation result. (c) Objects Detec-
tion by our method. (d) Gray sub-images representing the crucial parts of the first row for feature extraction.

so as to extract texture features by above method, do the fol-
lowing steps:

. Convert every object in Figure 2(c) into gray scale,
calculate the object’s mass centre and the length of
major and minor axis of the ellipse which has second-
order moment just the same as the object;

. For each object, obtain the angle §between the ob-
ject’s major and horizontal axis, and rotate the gray
image g degrees anti-clockwise.

= Construct a rectangle frame with the mass centre, the
expected sub-image’s width and height are 0.8 times
of the major and minor axis, crop the sub-image from
the rotated image above, the final refine sub-images
are shown in Figure 2(d).

In addition, the seven two-dimensional invariable moments[11]
can be calculated from the gray sub-images in Figure 2(d), which
are insensitive to size, movements zoom, rotation and so on.

Six color corresponding elements, twenty-four texture com-
ponents, and seven invariable moments Values form the in-
stance vector, which are normalized and represent the objects
concept. Eventually, the image is converted into an image bag
consisting of a variable number of 37-dimensional feature vec-
tors(instances) collection.

III. EXPERIMENTS

Maron and Ratan[3] smoothed the image using a Gaussian
filter and subsampled the image, they put forward single blob
with neighbors(SBN). An SBN is defined as the combination of
a single blob with its four neighboring blocks(up, down, left,
right). The sub-image is described as a 15-dimensional vector,
where the first three elements represent the mean R, G, B val-
ues of the central blob and the remaining twelve elements are
the differences of mean color values between the central blob
and other four neighboring blobs respectively. Therefore, each
image bag is represented by a collection of nine 15-dimensional
feature vectors.

Yang and Lozano [4] transformed color images into gray-
scale images at first. Then, they divided each image into many
overlapping regions. For each region, the sub-image is filtered
and converted into an}x / matrix and treated as an 42 dimen-
sional feature vector. Each image bag generated is formed by a
set of forty 64-dimensional feature vectors obtained by dividing
each image into forty overlapping regions and setting % to be 8.

Zhou and zhang [12] proposed a bag generator based on a
flexible segmentation with SOM neural network, they use color
and space properties of the pixels to cluster the image to 4 classes.
Eliminated the isolated pixels using a gliding window, and they
merged the scattered and small blocks into its similar neighbour
repeatedly.

Finally, the input image is converted into a corresponding
image bag consisting of 3-dimensional feature vec-
tors(instances) which formed by the mean R, G, B of each ul-
timate block.

Maron and Yang utilized fixed segmentation to all images,
the sub-images can’t represent the accurate semantic concepts,
and be sue to induce much noisy. Although Zhou[12] applied
the SOM based image segmentation, the result was not satisfied
to detect the distinct objects of image correctly, Figure 3(d)
shows its performance, which detected four possible objects,
i.e., one ear, one eye, main body, head and grass field, which
obtained the defective concepts and blended the different con-
cepts together by mistakes. Our method processes the image
effectively, as shown in Figure 3(e), it is obvious that ours is
more competitive to Zhou’s ImaBag.

Building a medium image database consisting of 500 images
derived from COREL library, which includes 4 types: waterfall,
mountain, flower, tiger or lion, each type contains 125 images.
We create a potential training set which consisted of 25 ran-
domly chosen images from each of the four types mentioned
above. For a given concept, we picks several positive images
with target concepts and several negative images from the po-
tential database to build a training set. Through training and
learning by DDJ[2], sort the images by similarity degree. Spe-
cifically, the most egregious false positives and the most egre-
gious false negatives would likely be picked and added to the
training set as a feedback to the system. In Figure 4, we show a
snapshot of the framework in action, 6 images contain waterfall
which is the target concept and 6 negetive images(6p6n) are
regarded as training set, every trial was repeated 10 times.

In the following experiments, we combine diverse den-
sity(DD), EM-DD, APR, Citation-kNN algorithms into the
framework, and demonstrate their performance on the image-
base, as shown in table 1, EM-DD outperforms other algo-
rithms, because EM-DD turns a multi-instance problem into a
single-instance one, and help avoid local maxima since it
makes major changes on the hypothesis when it switches from
one instance to another in a bag.
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Fig. 3. Compare the processing results of SuperBag with ones
by ImaBag. (a) Original. (b) Segmentation results by ImaBag.
(c) Segmentation results by SuperBag. (d) Objects detected by
ImaBag method(Head and Grass Field, Ear, Eye, Body). (e)
Objects detected by SuperBag (Head, Body, Grass Field).
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In the following experiments, we combine diverse den-
sity(DD), EM-DD, APR, Citation-kNN algorithms into the
framework, and demonstrate their performance on the image
base, as shown in table 1, EM-DD outperforms other algo-
rithms, because EM-DD turns a multi-instance problem into a
single-instance one, and help avoid local maxima since it
makes major changes on the hypothesis when it switches from
one instance to another in a bag. '

We compare our framework to the existing methods based
on MIL have reported. Each concept of the image-
base is performed 10 times using different methods, i.e. Super-
Bag, ImaBag (n = 4), Maron and Ratan’s SBN, Yang and

Lozano’s method (7 = 8) . Precision and recall can evaluate

the performance of the image retrieval.

Precision is the ration of the number of correctly retrieved
images to the number of all images retrieved so far.
Recall is the ratio of the number of correctly retrieved images
to the total number of correct images in the test set[12]. Ac-
cording to the table 2, we can conclude that the retrieval results
by SuperBag method achieves better performance than other
methods.

Fig. 4. Results of the waterfall concept using the method in the paper. (a) User-Selected positive examples(6p).
(b) User-Selected negative examples(6n). (c) Final retrieval from test set (top 16 images).

Table 1. Compare the performance of different MIL algorithms in our framework using same sets (6p6n)

MIL Algorithm DD (it= 1}321’\/[,1:3131 0%) CEEESO,I(IJ-S)N Iterated-discrim APR
Flowers 0.540 0.630 0.610 0.520
Mountains 0.517 0.614 0.580 0.542
Waterfalls 0.558 0.622 0.571 0.540
Lions 0.486 0.578 0.562 0.533
Average 0.526 0.608 0.580 0.549
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Table 2. Results of training scheme 10p10n, comparison of four methods using same sets

Image Type SuperBag ImaBag Mar(zg];&Nl){atan Yang & Lozano
precision recall precision recall precision recall precision | recall
Flowers 0.712 0.793 0.689 0.746 0.707 0.781 0.655 0.676
Mountains 0.655 0.711 0.601 0.701 0.620 0.713 0.589 0.601
Waterfalls 0.758 0.806 0.731 0.761 0.729 0.813 0.670 0.737
Tigers&Lions 0.691 0.716 0.656 0.670 0.678 0.719 0.558 0.628
Building 0.726 0.736 0.659 0.710 0.690 0.699 0.587 0.650

IV. CONCLUSION

Much work has been developed in CBIR based on multi-
instance learning, which dealed with the image ambiguous and
improved the retrieval performance. The CBIR system com-
bine the techniques, such as image segmentation, object detec-
tion, feature extraction, and machine learning algorithm. In our
framework we employ improved Mean Shift algorithm to seg-
ment the image, detect the possible objects using mathematical
morphology, and then extract crucial features from the image.
Which converted the image into several integrated and effec-
tive instances. Every instance was a feature vector extracted
from the possible object in the image. So the training and
learning works will be easier and straightforward. The experi-
ments have demonstrated its strength and excellence. Among
the MIL algorithms we have employed in above experiments,
EM-DD aigorithm have the best performance in practical CBIR
system.

There are some deficiencies in our work, the number of the
clustering and the bandwidth of Mean Shift algorithm are pre-
defined, another problem is how to accurately detect the highly
complex objects in the image, and describe the objects effec-
tively by feature extraction in the future.
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