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The Study of Video Transcoding and Streaming System
Based on Prediction Period

Seongho Park, Sungmin Kim and Hwasei Lee, Member, KIMICS

Abstract—Video transcoding is a technique used to
convert a compressed input video stream with an
arbitrary format, size, and bitrate into a different
attribute video stream different attributes to provide
a efficient video streaming service for the customers
is dispersed in the heterogeneous networks. Specifi-
cally, frames deletion occur in a transcoding scheme
that exploits the adjustment of frame rate, and at this
time, the loss in temporal relation among frames due
to frame deletion is compensated for the prediction
of motion estimation by reusing motion vectors in
the would-be deleted frames. But the processing time
for transcoding don't have an improvement as much
as our expectation because transcoding is done only
within the transcoder.

So in this paper, we propose a new transcoding
algorithm based on prediction period to improve
transcoding-related processing time. For this, we
also modify the existing encoder so as to adjust
dynamically frame rate based on the prediction
period and deletion period of frames.

To check how the proposed algorithm works nicely,
we implement a video streaming system with the new
transcoder and encoder to which it is applied. The
result of the performance test shows that the
streaming system with proposed algorithm improve
60% above in processing time and also PSNR have a
good performance while the quality of pictures is
preserved.

Index Terms— Transcoding, Streaming, Prediction
period

I. INTRODUCTION

nsmission bandwidth that video compression is
inevitable for efficient bandwidth management on both
wired and wireless network environments. For example,
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an uncompressed video clip that plays 1 hour with
1024*768 sizes, 16 bit colors and 30 frames/sec requires
170 GB storage space and 48 MB/s transmission
bandwidth. Considering the current network environment,
it is almost impossible to service such video clips on the
Internet in streaming mode. So, usually, video objects
are compressed by using MPEG or H.26X standards for
transmission. In these compression techniques, each
frame is converted using DCT and then compressed
based on quantization and variable length encoding.
Subsequently, some redundancy is removed from
temporally consecutive frames using motion estimation
techniques[1,2,3]. However, with DCT, the quality of a
picture gets worse as the compression rate gets higher
that the motion estimation technique requires much
computation overhead leading to high time complexity.

Moreover, interoperability among networks are getting
more and more important, considering the diversity on
the kinds of network facilities and video formats. Video
transcoding is a technique with which a video is serviced
effectively to a wide variety of clients, each of whom
needs his own video stream suited to his own network
environment[4,5,6]. A video transcoder is composed of a
decoder and an encoder like fig. 1
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Fig. 1 The Structure of Video Transcoder

Specifically, to improve the quality of pictures in a
frame-rate adjustment video transcoder, bit rate is
adjusted by removing some frames of the original stream.
In this transcoder, one of the most important issues is
how to reconstruct the relation of prediction among
temporally related frames. For this, in most of frame-rate
adjustment video transcoding algorithms, motion estima-
tion is done by reusing the motion vectors of removed
frames. However, most algorithms are implemented only
within the transcoder that their processing time is bound
to the performance of the transcoder.

So, in this paper, we propose the algorithm that
exploits the prediction period to reduce transcoding-
related processing time. Furthermore, the proposed algo-
rithm can be used to make a more lightweight streaming
system in which the transcoder controls frame rate
dynamically provided that the structure of a video stream
is reconstructed at the server side.

This paper is as follows. In section 2, we introduce the
related research about transcoding and transcoder and in
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section 3, we suggest the proposed algorithm: prediction
period based transcoding algorithm. And in section4, we
compare the proposed algorithm with the previous one
and evaluate the performance of proposed video stream-
ing system. Finally, we show a conclusion and refer to
further research.

II. RELATED RESEARCH

Most studies in transcoding are about the structure of
transcoder or the motion prediction/estimation algorithms.
This is the reason which the computation time and the
quality of a picture depends on how the transcoder is
constructed and the motion estimation algorithm is design-
ned.

A. Transcoder-related research

In transcoding, the purpose of reduction of bit rate is
to improve the computation time and get the high quality
of pictures. CPDT(Cascaded Pixel-Domain Transcoder)
[8] is one of the most widely known techniques that with
this algorithm, the input stream is decoded entirely and
then re-encoded with a new bit rate. This technique
guarantees the high quality of pictures whereas it re-
quires high computation time. Therefore it is hard to be
applied in the real time streaming service.

DCT-Domain Transcoder is proposed to reduce
computation time for motion vector estimation that it
shows a simpler structure and shorter processing time
than CPDT. However, CPTD has not motion estimation
process, therefore, the inconsistency between the original
decoded streams and the partially regenerated encoded
streams is brought and it bring error propagation.

Recently, Dynamic Frame Skipping Transcoding[9] is
proposed to improve such computation time while
admitting the quantization error to the extent of human
visual system.

B. Motion estimation algorithm

In transcoding using Bilinear Interpolation, all motion
vectors to be removed frames are stored to reduce
computation time, and then motion vectors are inter-
polated in their reverse order. However, This algorithm
requires memory to store motion vectors to be removed
frames and brings about incorrectness due to composed
motion vectors not considering the area occupied by four
macro blocks.

With FDVS(Forward Dominant Vector Selection), the
motion vectors of macro blocks occupying the widest
area are selected if the currently referenced macro block
exists over the macro blocks of the previous frames.

FDVS can be used easily in which case one or a group
of consecutive frames are eliminated but it can not ex-
ploits the temporal relationship among frames because it
simply reuses the selected motion vectors without
motion estimation process. Moreover, it is difficult to
select the motion vectors if the current macro block is
overlapped over more than two macro blocks and each
overlapped area in the blocks is the same in its size.

ADVS(Activity Dominant Vector Selection) shows us
how to compute the number of non-zero DCT coefficient
for action status information. See Fig. 2 to show the
difference between FDVS and ADVS. The macro block
MBI, which is composed of two blocks, is overlapped
more narrowly than MB2, which is composed of four
blocks. With ADVS, the motion vector of MBI is
selected if NZ(MB1) > NZ(MB2)(NZ means action
status information and MB1 macro block 1).
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Fig. 2 Motion vector reconstruction with ADVS

I1I. UNITS PREDICTION PERIOD BASED
TRANSCODING AND STREAMING

A. Prediction period based decoder

Most of transcoding algorithms exploit motion vectors
to be removed frames for motion estimation. They are
implemented within the transcoder while they do not
show their best performance in computation time.
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MV : Motion Vector
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Fig. 3 Encoder in the server

So we propose a new transcoding-related algorithm
that is implemented in the server. It exploits prediction
period to improve the processing time to be removed
frames and "prediction period" means the time interval
of referenced frames that if it is applied to a video stream,
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the time to check the removed frames can be reduced
because there are unreferenced frames among the suc-
ceeding ones.

Fig. 3 shows how the encoder in server is modified in
the proposed algorithm. If a frame is referenced by a
sequence of frames its switch is on A, otherwise its
switch is on B. For proposed algorithm, the structure of a
video stream has to be changed as well. The value of a
prediction period can be changed to control frame rate
dynamically. And Fig. 4 shows the structure of a frame
when the prediction period is 2. Generally, The longer
the interval between referenced frames, the bigger the
estimation error of referenced frames. Considering this
respect, we restricted that the value of the prediction
period had one of the following values - 2, 3 or 4.
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Fig. 4 The structure of a video stream with prediction
period 2

B. Transcoder that controls frame rate dynamically

Dynamic Frame Skipping Transcoder{11] is trans-
coder to control frame rates dynamically, and each
macro block has a different processing according to its
decoded mode - Non-MC or MC. However, the quality
of a picture could be degraded due to incorrect motion
vectors because it runs FDVS for motion estimation. To
overcome this, in our streaming system, we apply a
motion vector composition scheme to Dynamic Frame
Skipping Transcoder. So we call it MMAT(Motion
Vector Mode Adaptive Transcoder).

Fig. 5 shows three examples of how frame rate is
adjusted when prediction period is 2. If the video
sequence has been changed through prediction period,
transcoder adjusts the frame rate by applying "deletion
period". A frame in which deletion period is applied will
be given one of the following three attributes; NP(Non-
Processing), P(Processing), NS(Non-Skipping) or
S(Skipping). Here, NP is assigned to a frame which does
not join transcoding processing while P is assigned to a
frame which joins transcoding processing.

NS is assigned to a frame which is not deleted for
transcoding whereas S is assigned to a frame which is
deleted for transcoding
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Fig. 6 deletion of frames with prediction period 2

In Fig. 6(a), we see that there is not any additional
action because the would-be deleted frames are not
referenced. In Fig. 6(b), though the second frame is
deleted it is not referenced by any following frames.
Therefore, there is no action on processing. But the third
frame which will be deleted is referenced by the fourth
frame that it has to join the transcoding processing. The
first frame also join the transcoding process because it is
referenced through motion processing and quantization
processing by both the third and fourth frames(In the
existing transcoding schemes, all frames have to join the
transcoding process). Also the case of prediction period
is either 3 or 4, the same procedure is applied.

Table 1 The comparison of frame rates with different
prediction rate and deletion period

2(deletion of 1 frame every 2 frames) | 0% |33% | 0%

3(deletion of 2 frame every 3 frames) | 67% | 0% |42%

4(deletion of 3 frame every 4 frames) [ 50% |{50% | 0%

Processing
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Fig. 5 Structure of transcoder
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Procedure Processing_Frame Selection()
Begin Procedur // decide deletion period as frame rate
nsp = deletion period
pp = prediction period
If (pp == nsp * alpha)
Exit Procedure
End If
lem = LCM(pp, nsp) // the least common multiple of pp nsp
// check the last prediction period frame's deletion
last_pp_skip=1
/1 1: deleted frame, 0: remaining frame
k=1 // frame number
For (k<=lcm)
If((k-1) % pp == 0)
Processing Frame

/lalpha=1, 2, 3,
// Bypass

/I processed frame

Else
If(pp <nsp) // if deletion period > prediction period
If((k-1) % nsp == 0)
Processing Frame // processed frame
End If
Else // deletion period < prediction period
If(last_pp skip ==1 && (k-1) % nsp == 0)
Processing Frame // processed framed
End If
End If
End If

If{((k-1) % pp==0 && (k-1) % nsp==0)
// check the last prediction period frame's deletion
last_pp skip=10
End If
k++; // next frame

End For
End Procedure

Fig. 7 Frame selection algorithm for dynamic frame
rate control

Fig. 7 is the detailed algorithm about how a frame is
selected or deleted for transcoding in Fig. 6.

C. The composition of motion vectors

ADVS, as FDVS, has difficulty in selecting the proper
motion vectors when the current macro block is
overlapped over more than precedence macro blocks and
action status information of each macro block is the
same.

The action status information is measured by the
number of non-zero DCT coefficient of 8X8 blocks. In
other words, DCT energy from some overlapped blocks
of the previous macro block is regarded as if it is got
from all of four blocks of the previous one. This means
the remaining non-overlapped blocks may include more
action status information and such can degrade the
quality of pictures.

To overcome this, we propose a new motion vector
composition scheme based on the new weight. The new
weight is computed by considering both the size of
overlapped area and action status information. It
subsequentially is applied to the motion vectors of the
overlapped macro blocks. And then, a new motion vector
is created(The new weight stems from the overlapped
area and action status information). The overlapped area
is computed as the unit of pixel and The action status
information is not measured by 8X8 blocks as with

ADVS but is measured by macro block unit as the case
of motion vectors.

HELEERE
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Fig.8 Computation of weight in four neighbored
macro blocks

Fig. 8 shows the weight that stems from the four
neighbored macro blocks. The computation of weight is
as follows.

Step 1. Compute w; the weight from each overlapped
macro block i.

W, = (NZ(1,)% 04)/ Y. (NZ(1,)x O4)

i=1

where NZ(Ii) : action status information, OAi : a size
of overlapped area in macro block i respectively.

Step 2. Compose MV, the motion vector of current
macro block

4
Composed MV = Z MV xW,

i=1

IV. PERFORMANCE ANALYSIS

A. Decoder at clients’ side

Generally, most people use media player such as
Window Media Player[12], RealPlayer[14] and
QuickTime[13]. But a video stream, which is encoded
with our encoding algorithm in the server, may not be
played properly unless it is not transcoded with our
transcoding scheme. So we designed a decoder that has
an additional switch, which is used to check whether a
video stream is transcoded with our proposed algorithm
or not(This does not need much additional cost as
compared with the existing decoder).

Input = M) Qutput
siti—] oo
o

e

Lis

Fig. 8 Decoder at client's side
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B. Experiments

To check how proposed algorithm operates, we use
some performance metrics. For this, in terms of the
transcoding time and the quality of transcoded output
pictures, we compare between the proposed encoder-
decoder system and the ones in [11]. The four video files
- Suzie, Football, two music video clips - in this tests
is H.263 format. Each of video files includes non-zero
motion vectors of 44%, 82%, 61% and 52% respectively.
The trancoder used in tests of proposed algorithm is
implemented by modifying H.263 codec in FFmpeg[15].
Table 2 and 3 show detailed information in the
environment of tests.

Table 2 Input Video Streams

Football 257
Suzie 5 QCIF 30 149
Music Video-1 300
Music Video-2 300

Table 3 Test environment

CPU & Pentium IV 1.2 Ghz

system specification | _ Memory CPy, 256M
oS Redhat Linux 9.0
video type H.263 “IPPP..”
video codec FFmpeg Version 0.4.8

output frame rate 15,10,7.5 2~4(deletion period)

output quantization
parameter

5

Fig. 10 - 13 show computation time(is) and video
quality(dB) when the prediction period of proposed
transcoder is 2,3 or 4 and the deletion period is 2.
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Fig. 10 Computation time per prediction period in football
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Fig. 11 Computation time per prediction period in music
video 1
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Fig. 12 Video quality per prediction period in football

PSNR

20 T T T T T T g T T L
0 10 20 30 40 50

Frame number

Fig. 13 Video quality per prediction period in music video 1

Table 4 shows the average PSNR(Peak Signal to
Noise Rate) and the PT(processing time) in four video
streams.
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Table 4 Performance comparisons per prediction and
deletion period

transcoder in

[ avg. PSNR | 30.72 | 3821 31.75 | 33.06

(deletion PT
period ) (us) | 198985 | 71786 | 182946 | 182629
deletion| avg- PSNR | 37.88 |39.66 | 37.30 | 38.56
period:2|  proiy | 11481 | 4735 | 16873 | 18155
predic

tion |deletion| ave- PSNR | 30.18 | 37.23 | 30.96 | 33.28
period | period:3

PT(us) 131149 {46958 | 122765 | 124872

deletion| avg-PSNR | 30.01 | 36.53 | 30.17 | 32.22
period:4

PT(us) 117645 | 38997 | 92813 | 93447

deletion | avg-PSNR | 30.94 |36.29 | 33.64 | 34.89
period:2

PT(us) 67782 | 251821 62735 | 61234

predic
tion |deletion| ave- PSNR | 37.80 |39.10 | 36.54 | 37.82

period |period:3

PT(us) 13039 | 4745 | 16848 | 17595

deletion| 2ve-PSNR | 29.83 | 36.08 | 30.09 | 31.74
period:4

PT(us) 101618 | 37217 | 93637 | 93796

deletion | avg- PSNR | 37.72 139.02| 36.19 | 37.34
period:2

PT(us) | 11223 | 4958 | 18633 | 19387

predic
tion |deletion| avg PSNR | 29.68 |34.38 | 30.66 | 32.2

period | period:3
4

PT(us) | 83198 31198 | 78693 | 78315

deletion | avg-PSNR | 37.72 |39.02 | 36.19 | 37.34
period:4

PT(us) 11739 | 4435 | 15792 | 11743

Fig. 14 - 17 compare the quality of a picture per output
stream in a prediction period. In Figure 12, (a) is made
by using the existing transcoder| 1], while each (b), (c),
(d) is made using our proposed transcoder with predi-
ction period 2,3 and 4 respectively.

(a) (b) (o (d)

Fig. 14 Comparison of picture quality per prediction period
in Suzie(stream #72)

(b ()
Fig. 15 Comparison of picture quality per prediction period
in Football(stream#24)

(a) (b)
Fig. 16 Comparison of picture quality per prediction period
in Music Video 1(stream #252)

(d)

(@
Fig. 17 Comparison of picture quality per prediction per-
iod in Music Video 2(stream #264)

As shown in the figures, proposed algorithm shows
the same or a little better PSNR than the existing one.
However, in terms of the processing time, proposed
algorithm needs only half processing time of the existing
one.

In Table 5, we also measured average PSNR and
processing time per stream to check how a decoder has
effect on the overall transcoding performance. As
shown in Table 5, the longer the prediction period is, the
smaller PSNR processing time is. This means that the
overall performance is heavily dependent on how the
transcoder operates.

Table 5 Performance comparison per prediction period
in the encoder

avg. PSNR| 38.63 3991 38.77 38.84

decoder [11]
PT(us) | 775348| 594388| 897886| 940065
our decoder {avg PSNR| 37.88] 39.66| 37.30| 3856
with
prediction
period2 | PT(us) | 697813| 534949| 808097| 846059
our decoder |ayg. PSNR| 37.80| 39.10| 36.54 37.82
with
prediction
period3 | PT(us) | 682306 523061 790140 827257
our decoder |avg PSNR| 37.72| 39.02| 36.19 37.34
with
prediction
period4 | PT(us) | 666799| 511174 772182| 808456

V. CONCLUSIONS AND FURTHER
RESEARCH

In this paper, we proposed a video streaming system
that the encoder at the server side is modified to exploit
the prediction period to reduce processing time for frame
deletion. We also designed a transcoder that dynamic-
ally control frame rate to reduce processing time and get
better quality of pictures.

The result of performance test shows that the proposed
transcoder requires only 60% of processing time com-
pared with the existing transcoder{11]. Moreover, with
proposed scheme, The quality of pictures are improved
more than 6% compared with the existing one. Further-
more, the more movement a video has, the higher the
quality of pictures is.

So far, the proposed scheme works without interactive



International Journal of KIMICS, Vol. 5, No. 4, December 2007

345

mode. So we are doing research about how the proposed
scheme works in interactive mode.
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