EXISTENCE AND EXPONENTIAL STABILITY OF ALMOST PERIODIC SOLUTIONS FOR CELLULAR NEURAL NETWORKS WITHOUT GLOBAL LIPSCHITZ CONDITIONS

BINGWEN LIU

ABSTRACT. In this paper cellular neutral networks with time-varying delays and continuously distributed delays are considered. Without assuming the global Lipschitz conditions of activation functions, some sufficient conditions for the existence and exponential stability of the almost periodic solutions are established by using the fixed point theorem and differential inequality techniques. The results of this paper are new and complement previously known results.

1. Introduction

Consider the following models for cellular neural networks (CNNs) with time-varying delays and continuously distributed delays

\[ x_i'(t) = -c_i(t)x_i(t) + \sum_{j=1}^{n} a_{ij}(t)\tilde{g}_j(x_j(t - \tau_{ij}(t))) \]
\[ + \sum_{j=1}^{n} b_{ij}(t) \int_{0}^{\infty} K_{ij}(u)g_j(x_j(t - u))du + I_i(t), \quad i = 1, 2, \ldots, n, \]

which \( n \) corresponds to the number of units in a neural network, \( x_i(t) \) corresponds to the state vector of the \( i \)th unit at the time \( t \), \( c_i(t) > 0 \) represents the rate with which the \( i \)th unit will reset its potential to the resting state in isolation when disconnected from the network and external inputs at the time \( t \). \( a_{ij}(t) \) and \( b_{ij}(t) \) are the connection weights at the time \( t \), \( \tau_{ij}(t) \geq 0 \) corresponds to the transmission delay of the \( i \)th unit along the axon of the \( j \)th unit at the time \( t \), and \( I_i(t) \) denote the external inputs at time \( t \). \( \tilde{g}_j \) and \( g_j \) are activation functions of signal transmission.
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It is well known that the CNNs have been successfully applied to signal and image processing, pattern recognition and optimization. Hence, they have been the object of intensive analysis by numerous authors in recent years. In particular, there have been extensive results on the problem of the existence and stability of periodic and almost periodic solutions of CNNs in the literature. We refer the reader to [2-6, 10-15] and the references cited therein. Moreover, in the above-mentioned literature, we observe that the following assumption

\((H_0)\) for each \(j \in \{1, 2, \ldots, n\}, \bar{g}_j, g_j : R \to R\) are global Lipschitz with Lipschitz constants \(\bar{L}_j\) and \(L_j\), i.e.,

\[
\|\bar{g}_j(u) - \bar{g}_j(v)\| \leq \bar{L}_j|u - v|, \ |g_j(u) - g_j(v)| \leq L_j|u - v| \text{ for all } u, v \in R.
\]

has been considered as fundamental for the considered existence and stability of periodic and almost periodic solutions of CNNs. However, to the best of our knowledge, few authors have considered the problems of almost periodic solutions of CNNs without the assumptions \((H_0)\). Thus, it is worth while to continue to investigate the existence and stability of almost periodic solutions of CNNs in this case.

The main purpose of this paper is to give the conditions for the existence and exponential stability of the almost periodic solutions for system \((1.1)\). By applying fixed point theorem and differential inequality techniques, we derive some new sufficient conditions ensuring the existence, uniqueness and exponential stability of the almost periodic solution, which are new and they complement previously known results. In particular, we do not need the assumption \((H_0)\). Moreover, an example is also provided to illustrate the effectiveness of our results.

Throughout this paper, for \(i, j = 1, 2, \ldots, n\), it will be assumed that \(c_i, I_i, a_{ij}, b_{ij}, \tau_{ij} : R \to R\) are almost periodic functions, and there exist constants \(\tau, \bar{c}_i, a_{ij}, b_{ij}\) and \(I_i\) such that

\[
\tau = \max_{1 \leq i, j \leq n} \sup_{t \in R} \tau_{ij}(t), 0 < \bar{c}_i = \inf_{t \in R} c_i(t),
\]

\[
\sup_{t \in R} |b_{ij}(t)| = \bar{b}_{ij}, \sup_{t \in R} |a_{ij}(t)| = \bar{a}_{ij}, \sup_{t \in R} |I_i(t)| = \bar{I}_i.
\]

We also assume that the following conditions \((H_1), (H_2), (H_3)\) and \((H_4)\) hold.

\((H_1)\) For each \(j \in \{1, 2, \ldots, n\}, \) there exist \(\bar{f}_j, \bar{h}_j, f_j, h_j \in C(R, R)\) and constants \(\bar{L}_j^f, L_j^f, \bar{M}_j, L_j^f, L_j^h, M_j \in [0, +\infty)\) such that the following conditions are satisfied.

1. \(\bar{f}_j(0) = 0, \bar{h}_j(0) = 0, \bar{g}_j(u) = \bar{f}_j(u)\bar{h}_j(u), |\bar{h}_j(u)| \leq \bar{M}_j\) for all \(u \in R;\)
2. \(f_j(0) = 0, h_j(0) = 0, g_j(u) = f_j(u)h_j(u), |h_j(u)| \leq M_j\) for all \(u \in R;\)
3. \(|\bar{f}_j(u) - \bar{f}_j(v)| \leq \bar{L}_j^f|u - v|, |\bar{h}_j(u) - \bar{h}_j(v)| \leq \bar{L}_j^h|u - v|\) for all \(u, v \in R;\)
(4) \(|f_j(u) - f_j(v)| \leq L^f_j|u - v|, |h_j(u) - h_j(v)| \leq L^h_j|u - v|\) for all \(u, v \in R\).

\((H_2)\) For \(i, j \in \{1, 2, \ldots, n\}\), the delay kernels \(K_{ij} : [0, \infty) \to R\) are continuous, integrable and satisfy

\[
\int_0^\infty |K_{ij}(s)|ds \leq k_{ij},
\]

\((H_3)\) Assume that there exist nonnegative constants \(L, d_{ij}\) and \(\delta\) such that

\[
L = \max_{1 \leq i \leq n} \frac{I_i}{\hat{c}_i}, \quad \delta = \max_{1 \leq i \leq n} \left\{ \sum_{j=1}^n \hat{c}_j^{-1}\left[\overline{a}_{ij} L^f_j \bar{M}_j + \overline{b}_{ij} k_{ij} L^f_j \bar{M}_j\right]\right\} < 1,
\]

\[
d_{ij} = \hat{c}_i^{-1}(\overline{a}_{ij} L^f_j \left(\frac{L}{1 - \delta} \right) + \bar{M}_j) + \overline{b}_{ij} k_{ij} L^f_j \left(\frac{L}{1 - \delta} \right) + \bar{M}_j), i, j = 1, 2, \ldots, n.
\]

\((H_4)\) For \(i, j \in \{1, 2, \ldots, n\}\), there exists a constant \(\lambda_0 > 0\) such that

\[
\int_0^\infty |K_{ij}(s)| e^{\lambda_0 s}ds < +\infty.
\]

For convenience, we introduce some notations. We will use \(x = (x_1, x_2, \ldots, x_n)^T \in R^n\) to denote a column vector, in which the symbol \((^T)\) denotes the transpose of a vector. For matrix \(D = (d_{ij})_{n \times n}, D^T\) denotes the transpose of \(D\), and \(E_n\) denotes the identity matrix of size \(n\). A matrix or vector \(D \geq 0\) means that all entries of \(D\) are greater than or equal to zero. \(D > 0\) can be defined similarly. For matrices or vectors \(D\) and \(E, D \geq E\) (resp. \(D > E\)) means that \(D - E \geq 0\) (resp. \(D - E > 0\)).

Throughout this paper, we set

\[
\{x_j(t)\} = (x_1(t), x_2(t), \ldots, x_n(t))^T\quad \text{and}\quad B = \{\varphi|\varphi = \{\varphi_j(t)\} = (\varphi_1(t), \varphi_2(t), \ldots, \varphi_n(t))^T\},
\]

where \(\varphi\) is an almost periodic function on \(R\). For \(\forall \varphi \in B\), we define induced module \(\|\varphi\|_B = \sup_{t \in R} ||\varphi(t)||\), then \(B\) is a Banach space.

The initial conditions associated with system (1.1) are of the form

\[
x_i(s) = \varphi_i(s), s \in (-\infty, 0], i = 1, 2, \ldots, n,
\]

where \(\varphi_i(\cdot)\) denotes real-valued bounded continuous function defined on \((-\infty, 0]\).

**Definition 1** (see 7, 9). Let \(u(t) : R \to R^n\) be continuous in \(t\). \(u(t)\) is said to be almost periodic on \(R\) if, for any \(\varepsilon > 0\), the set \(T(u, \varepsilon) = \{\delta : |u(t + \delta) - u(t)| < \varepsilon, \forall t \in R\}\) is relatively dense, i.e., for \(\forall \varepsilon > 0\), it is possible to find a real number \(l = l(\varepsilon) > 0\), for any interval with length \(l(\varepsilon)\), there exists a number \(\delta = \delta(\varepsilon)\) in this interval such that \(|u(t + \delta) - u(t)| < \varepsilon\), for \(\forall t \in R\).
Definition 2. Let $Z^*(t) = (x_1^*(t), x_2^*(t), \ldots, x_n^*(t))^T$ be an almost periodic solution of system (1.1) with initial value $\varphi^* = (\varphi_1^*(t), \varphi_2^*(t), \ldots, \varphi_n^*(t))^T$. If there exist constants $\lambda > 0$ and $M_\varphi > 1$ such that for every solution $Z(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T$ of system (1.1) with any initial value $\varphi = (\varphi_1(t), \varphi_2(t), \ldots, \varphi_n(t))^T$,

$$|x_i(t) - x_i^*(t)| \leq M_\varphi \|\varphi - \varphi^*\|_1 e^{-\lambda t}, \forall t > 0, \ i = 1, 2, \ldots, n,$$

where $\|\varphi - \varphi^*\|_1 = \sup_{-\infty < s \leq 0} \max_{1 \leq i \leq n} |\varphi_i(s) - \varphi_i^*(s)|$. Then $Z^*(t)$ is said to be global exponential stable.

Definition 3 ([see 7, 9]). Let $x \in \mathbb{R}^n$ and $Q(t)$ be a $n \times n$ continuous matrix defined on $R$. The linear system

(1.5)

$$x'(t) = Q(t)x(t)$$

is said to admit an exponential dichotomy on $R$ if there exist positive constants $k, \alpha$, projection $P$ and the fundamental solution matrix $X(t)$ of (1.5) satisfying

$$\|X(t)PX^{-1}(s)\| \leq ke^{-\alpha(t-s)} \text{ for } t \geq s,$$

$$\|X(t)(I - P)X^{-1}(s)\| \leq ke^{-\alpha(s-t)} \text{ for } t \leq s.$$ 

Lemma 1.1 ([see 7, 9]). If the linear system (1.5) admits an exponential dichotomy, then almost periodic system

(1.6)

$$x'(t) = Q(t)x + g(t)$$

has a unique almost periodic solution $x(t)$, and

(1.7)

$$x(t) = \int_{-\infty}^{t} X(t)PX^{-1}(s)g(s)ds - \int_{t}^{+\infty} X(t)(I - P)X^{-1}(s)g(s)ds.$$ 

Lemma 1.2 ([see 7, 9]). Let $c_i(t)$ be an almost periodic function on $R$ and

$$M[c_i] = \lim_{T \to +\infty} \frac{1}{T} \int_{t}^{t+T} c_i(s)ds > 0, \ i = 1, 2, \ldots, n.$$ 

Then the linear system

$$x'(t) = \text{diag}(-c_1(t), -c_2(t), \ldots, -c_n(t))x(t)$$

admits an exponential dichotomy on $R$.

Definition 4 ([see 1]). A real $n \times n$ matrix $W = (w_{ij})_{n \times n}$ is said to be an $M$-matrix if $w_{ij} \leq 0, i, j = 1, 2, \ldots, n, i \neq j$, and $W^{-1} \geq 0$, where $W^{-1}$ denotes the inverse of $W$.

Lemma 1.3 ([see 1]). Let $W = (w_{ij})_{n \times n}$ with $w_{ij} \leq 0, i, j = 1, 2, \ldots, n, i \neq j$. Then the following statements are equivalent.

1. $W$ is an $M$-matrix.
2. There exists a vector $\eta = (\eta_1, \eta_2, \ldots, \eta_n) > (0, 0, \ldots, 0)$ such that $\eta W > 0$.
3. There exists a vector $\xi = (\xi_1, \xi_2, \ldots, \xi_n)^T > (0, 0, \ldots, 0)^T$ such that $W^T \xi > 0$. 


Lemma 1.4 ([see 1]). Let \( A \geq 0 \) be an \( n \times n \) matrix and \( \rho(A) < 1 \), then \((E_n - A)^{-1} \geq 0\), where \( \rho(A) \) denotes the spectral radius of \( A \).

The remaining part of this paper is organized as follows. In Section 2, we shall derive new sufficient conditions for checking the existence of almost periodic solutions of (1.1). In Section 3, we present some new sufficient conditions for the uniqueness and exponential stability of the almost periodic solution of (1.1). In Section 4, we shall give some examples and remarks to illustrate our results obtained in the previous sections.

2. Existence of almost periodic solutions

Theorem 2.1. Let \( \rho(D) = \rho((d_{ij})_{n \times n}) < 1 \). Suppose that the conditions \((H_1), (H_2)\) and \((H_3)\) hold. Then, there exists a unique almost periodic solution of system (1.1) in the region \( B^* = \{ \varphi | \varphi \in B, \| \varphi - \varphi_0 \|_B \leq \frac{\delta L}{1 - \delta} \} \), where

\[
\varphi_0(t) = \left\{ \int_{-\infty}^{t} e^{-\int_{-\infty}^{\tau}c_j(u)du} I_j(s)ds \right\} = \left( \int_{-\infty}^{t} e^{-\int_{-\infty}^{\tau}c_1(u)du} I_1(s)ds, \int_{-\infty}^{t} e^{-\int_{-\infty}^{\tau}c_2(u)du} I_2(s)ds, \ldots, \int_{-\infty}^{t} e^{-\int_{-\infty}^{\tau}c_n(u)du} I_n(s)ds \right)^T.
\]

Proof. For \( \forall \varphi \in B \), we consider the almost periodic solution \( x^\varphi(t) \) of nonlinear almost periodic differential equations

\[(2.1) \quad x_i'(t) = -c_i(t)x_i(t) + \sum_{j=1}^{n} a_{ij}(t)\tilde{g}_j(\varphi_j(t - \tau_{ij}(t))) + \sum_{j=1}^{n} b_{ij}(t) \int_{0}^{\infty} K_{ij}(u)g_j(\varphi_j(t - u))du + I_i(t), \quad i = 1, 2, \ldots, n.\]

Then, notice that \( M[c_i] > 0, \quad i = 1, 2, \ldots, n \), it follows from Lemma 1.2 that the linear system

\[(2.2) \quad x'(t) = -c_i(t)x(t), \quad i = 1, 2, \ldots, n,\]

admits an exponential dichotomy on \( R \). Thus, by Lemma 1.1, we obtain that the system (2.1) has exactly one almost periodic solution:

\[
\begin{align*}
   x^\varphi(t) &= (x_1^\varphi(t), x_2^\varphi(t), \ldots, x_n^\varphi(t))^T \\
   &= \left( \int_{-\infty}^{t} e^{-\int_{-\infty}^{\tau}c_1(u)du} \left( \sum_{j=1}^{n} a_{1j}(s)\tilde{g}_j(\varphi_j(s - \tau_{1j}(s))) + \sum_{j=1}^{n} b_{1j}(s) \int_{0}^{\infty} K_{1j}(u) \right) du, \right)
\end{align*}
\]
\[
\begin{align*}
& \cdot g_j(\varphi_j(s - u))du + I_1(s)ds, \\
& \int_{-\infty}^{t} e^{-\int_{s}^{t} c_i(u)du} \left( \sum_{j=1}^{n} a_{nj}(s) \tilde{g}_j(\varphi_j(s - \tau_{nj}(s))) \right) \\
& + \sum_{j=1}^{n} b_{nj}(s) \int_{0}^{\infty} K_{nj}(u)g_j(\varphi_j(s - u))du + I_n(s)ds \\
& \right)^T.
\end{align*}
\] (2.3)

Now, we define a mapping \( T : B \to B \) by setting
\[
T(\varphi)(t) = x^\varphi(t), \quad \forall \varphi \in B.
\]

Since \( B^* = \{ \varphi | \varphi \in B, \| \varphi - \varphi_0 \|_B \leq \frac{\delta L}{1 - \delta} \} \), it is easy to see that \( B^* \) is a closed convex subset of \( B \). According to the definition of the norm of Banach space \( B \), we get
\[
\| \varphi_0 \|_B = \sup_{t \in \mathbb{R}} \max_{1 \leq i \leq n} \left\{ \int_{-\infty}^{t} I_i(s)e^{-\int_{s}^{t} c_i(u)du}ds \right\} \\
\leq \sup_{t \in \mathbb{R}} \max_{1 \leq i \leq n} \left\{ \frac{\tilde{T}_i}{c_i} \right\} = \max_{1 \leq i \leq n} \left\{ \frac{\tilde{T}_i}{c_i} \right\} = L.
\] (2.4)

Therefore, for \( \forall \varphi \in B^* \), we have
\[
\| \varphi \|_B \leq \| \varphi - \varphi_0 \|_B + \| \varphi_0 \|_B \leq \frac{\delta L}{1 - \delta} + L = \frac{L}{1 - \delta}.
\] (2.5)

For \( j = 1, 2, \ldots, n \), in view of \((H_1)\), we have
\[
|\tilde{f}_j(u)| \leq L_{\tilde{f}_j}|u|, \quad |\tilde{h}_j(u)| \leq L_{\tilde{h}_j}|u|, \quad |\tilde{h}_j(u)| \leq \tilde{M}_j, \\
|f_j(u)| \leq L_{f_j}|u|, \quad |h_j(u)| \leq L_{h_j}|u|, \quad |h_j(u)| \leq M_j, \forall \ u \in \mathbb{R}.
\] (2.6)

Now, we prove that the mapping \( T \) is a self-mapping from \( B^* \) to \( B^* \). In fact, for \( \forall \varphi \in B^* \), together with (2.5) and (2.6), we obtain
\[
\| T\varphi - \varphi_0 \|_B \\
= \sup_{t \in \mathbb{R}} \max_{1 \leq i \leq n} \left\{ \int_{-\infty}^{t} e^{-\int_{s}^{t} c_i(u)du} \left( \sum_{j=1}^{n} a_{ij}(s) \tilde{g}_j(\varphi_j(s - \tau_{ij}(s))) \right) \\
+ \sum_{j=1}^{n} b_{ij}(s) \int_{0}^{\infty} K_{ij}(u)g_j(\varphi_j(s - u))du|ds \right\} \\
\leq \sup_{t \in \mathbb{R}} \max_{1 \leq i \leq n} \left\{ \int_{-\infty}^{t} e^{-\int_{s}^{t} c_i(u)du} \left( \sum_{j=1}^{n} |a_{ij}(s)||\tilde{f}_j(\varphi_j(s - \tau_{ij}(s)))||\tilde{h}_j(\varphi_j(s - \tau_{ij}(s)))| \right) \\
+ \sum_{j=1}^{n} |b_{ij}(s)| \int_{0}^{\infty} |K_{ij}(u)||f_j(\varphi_j(s - u))||h_j(\varphi_j(s - u))|du|ds \right\}
\]
\begin{align*}
&\leq \sup_{t \in \mathbb{R}} \max_{1 \leq i \leq n} \left\{ \int_{-\infty}^{t} e^{-\int_{s}^{t} c_i(u)du} \sum_{j=1}^{n} \left[ \tilde{a}_{ij} L_j^{f_i} \tilde{M}_j + \tilde{b}_{ij} k_{ij} L_j^{f_i} M_j \right] ds \| \varphi \| B \right\} \\
(2.7) &\leq \max_{1 \leq i \leq n} \left\{ \sum_{j=1}^{n} \tilde{c}_i^{-1} \left[ \tilde{a}_{ij} L_j^{f_i} \tilde{M}_j + \tilde{b}_{ij} k_{ij} L_j^{f_i} M_j \right] \right\} \| \varphi \| B \\
&= \delta \| \varphi \| B \leq \frac{\delta L}{1 - \delta},
\end{align*}

where \( \delta = \max_{1 \leq i \leq n} \left\{ \sum_{j=1}^{n} \tilde{c}_i^{-1} \left[ \tilde{a}_{ij} L_j^{f_i} \tilde{M}_j + \tilde{b}_{ij} k_{ij} L_j^{f_i} M_j \right] \right\} \), it implies that \( T(\varphi)(t) \in B^* \) and \( \| T\varphi \| B \leq \frac{L}{1 - \delta} \). So, the mapping \( T \) is a self-mapping from \( B^* \) to \( B^* \). Hence, by using a similar argument of the proof of (2.7), we can obtain

\begin{align*}
(2.8) &\quad \| T^m \varphi - \varphi_0 \| B \leq \frac{\delta L}{1 - \delta}, \quad \| T^m \varphi \| B \leq \frac{L}{1 - \delta},
\end{align*}

where \( m \) is a positive integer, which implies that the mapping \( T^m \) is a self-mapping from \( B^* \) to \( B^* \).

Next, we prove that there exists a positive integer \( N \) such that the mapping \( T^N \) is a contraction mapping of the \( B^* \). In fact, in view of (2.5), (2.6) and the condition \( (H_1) \), for \( \forall \varphi, \psi \in B^* \), we have

\begin{align*}
|T(\varphi(t)) - T(\psi(t))| \\
= (|(T(\varphi(t)) - T(\psi(t)))_1|, \ldots, |(T(\varphi(t)) - T(\psi(t)))_n|)^T \\
= (|\int_{-\infty}^{t} e^{-\int_{s}^{t} c_i(u)du} \sum_{j=1}^{n} a_{1j}(s)(\tilde{g}_j(\phi_j(s - \tau_{1j}(s))) - \tilde{g}_j(\psi_j(s - \tau_{1j}(s)))) \\
+ \sum_{j=1}^{n} b_{1j}(s) \int_{0}^{\infty} K_{1j}(u)(g_j(\phi_j(s - u)) - g_j(\psi_j(s - u)))du|ds|, \\
\ldots, |\int_{-\infty}^{t} e^{-\int_{s}^{t} c_i(u)du} \sum_{j=1}^{n} a_{nj}(s)(\tilde{g}_j(\phi_j(s - \tau_{nj}(s))) - \tilde{g}_j(\psi_j(s - \tau_{nj}(s)))) \\
+ \sum_{j=1}^{n} b_{nj}(s) \int_{0}^{\infty} K_{nj}(u)(g_j(\phi_j(s - u)) - g_j(\psi_j(s - u)))du|ds|)^T \\
\leq (\int_{-\infty}^{t} e^{-\int_{s}^{t} c_i(u)du} \sum_{j=1}^{n} |a_{1j}(s)|(\tilde{f}_j(\phi_j(s - \tau_{1j}(s))\tilde{h}_j(\phi_j(s - \tau_{1j}(s)))) \\
- \tilde{f}_j(\phi_j(s - \tau_{1j}(s)))\tilde{h}_j(\psi_j(s - \tau_{1j}(s))))| + |\tilde{f}_j(\phi_j(s - \tau_{1j}(s))) \\
\cdot \tilde{h}_j(\psi_j(s - \tau_{1j}(s))) - \tilde{f}_j(\psi_j(s - \tau_{1j}(s)))\tilde{h}_j(\psi_j(s - \tau_{1j}(s))))| \\
+ \sum_{j=1}^{n} |b_{1j}(s)| \int_{0}^{\infty} |K_{1j}(u)|(\tilde{f}_j(\phi_j(s - u))\tilde{h}_j(\phi_j(s - u))) |K_{1j}(u)|)^T \\
&\quad \leq \frac{\delta L}{1 - \delta}, \quad \| T^m \varphi \| B \leq \frac{L}{1 - \delta},
\end{align*}
\[-f_j(\phi_j(s-u))h_j(\psi_j(s-u)) + |f_j(\phi_j(s-u))h_j(\psi_j(s-u))|du|ds, \ldots,\]
\[
\int_{-\infty}^{t} e^{-\int_{s}^{t} c_1(u)du} \left| \sum_{j=1}^{n} n_{\lambda j} \langle (f_j(\phi_j(s-\tau_{nj}(s)))h_j(\psi_j(s-\tau_{nj}(s)))) \rangle \right| du|ds, \ldots,
\]
\[
\int_{-\infty}^{t} e^{-\int_{s}^{t} c_1(u)du} \left| \sum_{j=1}^{n} b_{nj} \int_{0}^{\infty} K_{nj}(u) \left| \sum_{j=1}^{n} n_{\lambda j} \langle (f_j(\phi_j(s-u))h_j(\psi_j(s-u)) - f_j(\phi_j(s-u))) \rangle \right| du|ds \right| T
\]
\[
\leq \left( \int_{-\infty}^{t} e^{-\int_{s}^{t} c_1(u)du} \left| \sum_{j=1}^{n} \tilde{a}_{ij} L_{ij}^{L} (L_{ij}^{L} \sup_{t \in R} |\phi_j(t)| + \tilde{M}_j) \right| T
\]
\[
+ \sum_{j=1}^{n} b_{ij} \left( L_{ij}^{L} \sup_{t \in R} |\phi_j(t)| + M_j \right) \sup_{t \in R} |\phi_j(t) - \psi_j(t)| ds, \ldots,
\]
\[
\int_{-\infty}^{t} e^{-\int_{s}^{t} c_1(u)du} \left| \sum_{j=1}^{n} n_{\lambda j} \langle (f_j(\phi_j(s-u))h_j(\psi_j(s-u)) - f_j(\phi_j(s-u))) \rangle \right| du|ds \right| T
\]
\[
\leq \left( \sum_{j=1}^{n} \tilde{c}_{1}^{-1} \left( \tilde{a}_{ij} L_{ij}^{L} (L_{ij}^{L} \frac{L}{1-\delta} + \tilde{M}_j) + b_{ij} \left( L_{ij}^{L} \frac{L}{1-\delta} + M_j \right) \right) \right)
\]
\[
\sup_{t \in R} |\phi_j(t) - \psi_j(t)|, \ldots, \sum_{j=1}^{n} \tilde{c}_{1}^{-1} \left( n_{\lambda j} L_{ij}^{L} (L_{ij}^{L} \frac{L}{1-\delta} + \tilde{M}_j) \right)
\]
\[
+ b_{ij} \left( L_{ij}^{L} \frac{L}{1-\delta} + M_j \right) \sup_{t \in R} |\phi_j(t) - \psi_j(t)| \right| T
\]
\[
\leq D(\sup_{t \in R} |\phi_1(t) - \psi_1(t)|, \ldots, \sup_{t \in R} |\phi_n(t) - \psi_n(t)|) T,
\]

which, together with $T^m$ is a self-mapping from $B^*$ to $B^*$, implies that
\[
|T^m(\phi(t)) - T^m(\psi(t))| \leq D(\sup_{t \in R} |(T^m(\phi(t)) - T^m(\psi(t)))_1|,
\]
\[
\quad \ldots, \sup_{t \in R} |(T^m(\phi(t)) - T^m(\psi(t)))_n|)^T
\]
\[
\leq \cdots \leq D^m(\sup_{t \in R} |\phi_1(t) - \psi_1(t)|, \ldots, \sup_{t \in R} |\phi_n(t) - \psi_n(t)|)^T,
\]

(2.9)
where \( m \) is a positive integer. Since \( \rho(D) < 1 \), we obtain
\[
\lim_{m \to +\infty} D^m = 0,
\]
which implies that there exist a positive integer \( N \) and a positive constant \( r < 1 \) such that
\[
D^N = (h_{ij})_{n \times n}, \quad \text{and} \quad \sum_{j=1}^{n} h_{ij} \leq r, i = 1, 2, \ldots, n.
\]
(2.10)

In view of (2.9) and (2.10), we have
\[
|T^N(\phi(t)) - T^N(\psi(t))| \leq \sup_{t \in R} |(T^N(\phi(t)) - T^N(\psi(t)))_i|
\leq \sum_{j=1}^{n} h_{ij} \sup_{t \in R} |\phi_j(t) - \psi_j(t)|
\leq (\sup_{t \in R} \max_{1 \leq j \leq n} |\phi_j(t) - \psi_j(t)|) \sum_{j=1}^{n} h_{ij}
\leq r \|\phi(t) - \psi(t)\|_B,
\]
for all \( t \in R, i = 1, 2, \ldots, n \). It follows that
\[
\|T^N(\phi(t)) - T^N(\psi(t))\|_B = \sup_{t \in R} \max_{1 \leq i \leq n} |(T^N(\phi(t)) - T^N(\psi(t)))_i|\leq r \|\phi(t) - \psi(t)\|_B.
\]
(2.11)

This implies that the mapping \( T^N : B^* \longrightarrow B^* \) is a contraction mapping. Therefore the mapping \( T \) possesses a unique fixed point \( Z^* \in B^* \). Hence \( T^N \) is a contraction mapping.

By (2.1), \( Z^* \) satisfies (1.1). So \( Z^* \) is an almost periodic solution of system (1.1) in \( B^* \). The proof of Theorem 2.1 is now complete.

\[\square\]

3. Uniqueness and exponential stability of the almost periodic solution

In this section, we establish some results for the uniqueness and exponential stability of the almost periodic solution of (1.1).

**Theorem 3.1.** Let \((H_4)\) hold. Suppose that all the conditions of Theorem 2.1 are satisfied. Then system (1.1) has exactly one almost periodic solution \( Z^*(t) \). Moreover, \( Z^*(t) \) is globally exponentially stable.

**Proof.** From Theorem 2.1, system (1.1) has at least one almost periodic solution \( Z^*(t) = \{x_j^*(t)\} \) with initial value \( \varphi^* = \{\varphi_j^*(t)\} \), and \( Z^*(t) \in B^* \). Let \( Z(t) = \{x_j(t)\} \) be an arbitrary solution of system (1.1) with initial value \( \varphi = \{\varphi_j(t)\} \), let \( y(t) = \{y_j(t)\} = \{x_j(t) - x_j^*(t)\} = Z(t) - Z^*(t) \). Then
\[
y_i'(t) = -c_i(t)y_i(t)
\]
(3.1)
+ \sum_{j=1}^{n} a_{ij}(t)(\bar{g}_j(y_j(t - \tau_{ij}(t))) + x_j^*(t - \tau_{ij}(t))) - \bar{g}_j(x_j^*(t - \tau_{ij}(t))))
+ \sum_{j=1}^{n} b_{ij}(t) \int_{0}^{\infty} K_{ij}(u)(g_j(y_j(t - u) + x_j^*(t - u)) - g_j(x_j^*(t - u)))du,

where \( i = 1, 2, \ldots, n \).

Since \( \rho(D) < 1 \), it follows from Lemma 1.4 that \( E_n - D \) is an \( M \)-matrix. In view of Lemma 1.3, there exists a constant vector \( \xi = (\xi_1, \xi_2, \ldots, \xi_n)^T > (0, 0, \ldots, 0)^T \) such that

\[
(E_n - D)\xi > (0, 0, \ldots, 0)^T.
\]

Then,

\[
(3.2) \quad -\bar{c}_i \xi_i + \sum_{j=1}^{n} \frac{a_{ij}}{l_j} \tilde{f}_i(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j + \sum_{j=1}^{n} b_{ij} k_{ij} L_j^f(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j < 0
\]

for \( i = 1, 2, \ldots, n \). Therefore, we can choose a constant \( d > 1 \) such that

\[
\xi_i = d \xi_i > \sup_{-\infty < t \leq 0} |y_i(t)|
\]

(3.3)

\[
= \sup_{-\infty < s \leq 0} \max_{1 \leq t \leq n} |\varphi_i(s) - \varphi_i^*(s)|, i = 1, 2, \ldots, n,
\]

and

\[
(3.4) \quad -\bar{c}_i \xi_i + \sum_{j=1}^{n} \frac{a_{ij}}{l_j} \tilde{f}_i(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j + \sum_{j=1}^{n} b_{ij} k_{ij} L_j^f(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j
\]

\[
= d[-\bar{c}_i \xi_i + \sum_{j=1}^{n} \frac{a_{ij}}{l_j} \tilde{f}_i(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j + \sum_{j=1}^{n} b_{ij} k_{ij} L_j^f(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j] < 0, i = 1, 2, \ldots, n.
\]

Set

\[
\Gamma_i(\omega) = (\omega - \bar{c}_i) \xi_i + \sum_{j=1}^{n} \frac{a_{ij}}{l_j} \tilde{f}_i(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j \omega \tau
\]

(3.5)

\[
+ \sum_{j=1}^{n} b_{ij} L_j^f(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j \int_{0}^{\infty} |K_{ij}(u)| \omega u du,
\]

where \( i = 1, 2, \ldots, n \). Clearly, \( \Gamma_i(\omega), i = 1, 2, \ldots, n \), are continuous functions on \([0, \lambda_0] \). Since

\[
\Gamma_i(0) = -\bar{c}_i \xi_i + \sum_{j=1}^{n} \frac{a_{ij}}{l_j} \tilde{f}_i(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j
\]
\[
+ \sum_{j=1}^{n} b_{ij} L_j^f(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j \int_{0}^{\infty} |K_{ij}(u)| du
\]
\[
\leq - \tilde{c}_i \xi_i + \sum_{j=1}^{n} \overline{a}_{ij} L_j^f(\tilde{M}_j + \frac{L}{1 - \delta} L_j^h) \xi_j
\]
\[
+ \sum_{j=1}^{n} \overline{b}_{ij} k_{ij} L_j^f(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j < 0,
\]

where \( i = 1, 2, \ldots, n \), we can choose a positive constant \( \lambda \in [0, \lambda_0] \) such that

\[
\Gamma_i(\lambda) = (\lambda - \tilde{c}_i) \xi_i + \sum_{j=1}^{n} \overline{a}_{ij} L_j^f(\tilde{M}_j + \frac{L}{1 - \delta} L_j^h) \xi_j e^{\lambda \tau}
\]
\[
+ \sum_{j=1}^{n} \overline{b}_{ij} L_j^f(M_j + \frac{L}{1 - \delta} L_j^h) \xi_j \int_{0}^{\infty} |K_{ij}(u)| e^{\lambda u} du < 0, \ i = 1, 2, \ldots, n.
\]

We consider the Lyapunov functional

\[
V_i(t) = |y_i(t)| e^{\lambda t}, \quad i = 1, 2, \ldots, n.
\]

Calculating the upper right derivative of \( V_i(t) \) along the solution \( y(t) = \{y_j(t)\} \) of system (3.1) with the initial value \( \tilde{\varphi} = \varphi - \varphi^* \), from (2.5), (2.6), (3.1) and \((H_1)\), we have

\[
D^+(V_i(t))
\]
\[
\leq - \tilde{c}_i |y_i(t)| e^{\lambda t} + \sum_{j=1}^{n} |a_{ij}(t) (\tilde{g}_j(y_j(t - \tau_{ij}(t)) + x_j^*(t - \tau_{ij}(t)))
\]
\[
- \tilde{g}_j(x_j^*(t - \tau_{ij}(t)))| e^{\lambda t} + \sum_{j=1}^{n} |b_{ij}(t) \int_{0}^{\infty} K_{ij}(u) (g_j(y_j(t - u) + x_j^*(t - u))
\]
\[
- g_j(x_j^*(t - u))) du| e^{\lambda t} + \lambda |y_i(t)| e^{\lambda t}
\]
\[
\leq - \tilde{c}_i |y_i(t)| e^{\lambda t} + \sum_{j=1}^{n} |a_{ij}(t) (|\tilde{f}_j(y_j(t - \tau_{ij}(t)) + x_j^*(t - \tau_{ij}(t)))| h_j(y_j(t - \tau_{ij}(t))
\]
\[
+ x_j^*(t - \tau_{ij}(t)) - \tilde{f}_j(x_j^*(t - \tau_{ij}(t))) h_j(y_j(t - \tau_{ij}(t)) + x_j^*(t - \tau_{ij}(t)))
\]
\[
+ |\tilde{f}_j(x_j^*(t - \tau_{ij}(t))) h_j(y_j(t - \tau_{ij}(t)) + x_j^*(t - \tau_{ij}(t))) - \tilde{f}_j(x_j^*(t - \tau_{ij}(t)))
\]
\[
\cdot h_j(x_j^*(t - \tau_{ij}(t)))| e^{\lambda t}
\]
\[
+ \sum_{j=1}^{n} |b_{ij}(t) \int_{0}^{\infty} |K_{ij}(u)| (|f_j(y_j(t - u) + x_j^*(t - u))
\]
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\[ h_j(y_j(t-u) + x_j^*(t-u)) - f_j(x_j^*(t-u))h_j(y_j(t-u) + x_j^*(t-u))| \\
+ |f_j(x_j^*(t-u))h_j(y_j(t-u) + x_j^*(t-u)) - f_j(x_j^*(t-u))h_j(x_j^*(t-u))|d\mu e^{\lambda t} \\
+ \lambda |y_i(t)|e^{\lambda t} \leq (\lambda - \bar{c}_i)|y_i(t)|e^{\lambda t} + \sum_{j=1}^{n} \overline{a}_{ij} \tilde{L}_j^f(M_j + \frac{L}{1-\delta}) |y_j(t - \tau_{ij}(t))|e^{\lambda t} \]
\[ + \sum_{j=1}^{n} \overline{b}_{ij} \tilde{L}_j^f(M_j + \frac{L}{1-\delta}) \int_0^\infty |K_{ij}(u)||y_j(t-u)||e^{\lambda u} du, \]
where \( i = 1, 2, \ldots, n. \)

We claim that

\[ V_i(t) = |y_i(t)|e^{\lambda t} < \xi_i \quad \text{for all} \quad t > 0, \quad i = 1, 2, \ldots, n. \]

Contrarily, there must exist \( i \in \{1, 2, \ldots, n\} \) and \( t_i > 0 \) such that

\[ V_i(t_i) = \xi_i \quad \text{and} \quad V_j(t) < \xi_j, \forall t \in (-\infty, t_i), \quad j = 1, 2, \ldots, n, \]

which implies that

\[ V_i(t_i) - \xi_i = 0 \quad \text{and} \quad V_j(t) - \xi_j < 0, \forall t \in (-\infty, t_i), \quad j = 1, 2, \ldots, n. \]

Together with (3.8) and (3.11), we obtain

\[ 0 \leq D^+(V_i(t_i) - \xi_i) \]
\[ = D^+(V_i(t_i)) \]
\[ \leq (\lambda - \bar{c}_i)|y_i(t_i)|e^{\lambda t_i} + \sum_{j=1}^{n} \overline{a}_{ij} \tilde{L}_j^f(M_j + \frac{L}{1-\delta}) |y_j(t_i - \tau_{ij}(t_i))|e^{\lambda t_i} \]
\[ + \sum_{j=1}^{n} \overline{b}_{ij} \tilde{L}_j^f(M_j + \frac{L}{1-\delta}) \int_0^\infty |K_{ij}(u)||y_j(t_i-u)|e^{\lambda u} du \]
\[ = (\lambda - \bar{c}_i)|y_i(t_i)|e^{\lambda t_i} \]
\[ + \sum_{j=1}^{n} \overline{a}_{ij} \tilde{L}_j^f(M_j + \frac{L}{1-\delta}) |y_j(t_i - \tau_{ij}(t_i))|e^{\lambda t_i - \tau_{ij}(t_i)}e^{\lambda \tau_{ij}(t_i)} \]
\[ + \sum_{j=1}^{n} \overline{b}_{ij} \tilde{L}_j^f(M_j + \frac{L}{1-\delta}) \int_0^\infty |K_{ij}(u)||y_j(t_i-u)|e^{\lambda t_i-u} du \]
\[ \leq (\lambda - \bar{c}_i)\xi_i + \sum_{j=1}^{n} \overline{a}_{ij} \tilde{L}_j^f(M_j + \frac{L}{1-\delta}) \xi_j e^{\lambda \tau} \]
\[ + \sum_{j=1}^{n} \overline{b}_{ij} \tilde{L}_j^f(M_j + \frac{L}{1-\delta}) \xi_j \int_0^\infty |K_{ij}(u)|e^{\lambda u} du. \]
Thus,
\[
0 \leq (\lambda - \hat{c}_i)\xi_i + \sum_{j=1}^{n} \tilde{a}_{ij}L_{ij}(\tilde{M}_j + \frac{L}{1 - \delta} L_{ij})\xi_j e^{\lambda \tau} \\
+ \sum_{j=1}^{n} \tilde{b}_{ij}L_{ij}(M_j + \frac{L}{1 - \delta} L_{ij})\xi_j \int_{0}^{\infty} |K_{ij}(u)| e^{\lambda u} du,
\]
which contradicts (3.6). Hence, (3.9) holds.

Letting \( \|\varphi\| = \|\varphi - \varphi^*\| > 0 \), we can choose a constant \( M_\varphi > 1 \) such that
\[
\max_{1 \leq i \leq n} \{\xi_i\} \leq M_\varphi \|\varphi - \varphi^*\|, \quad i = 1, 2, \ldots, n.
\]
In view of (3.12) and (3.13), we get
\[
|y_i(t) - y_i^*(t)| \leq \max_{1 \leq i \leq n} \{\xi_i\} e^{-\lambda t} \leq M_\varphi \|\varphi - \varphi^*\| e^{-\lambda t},
\]
where \( i = 1, 2, \ldots, n \), \( t > 0 \). This completes the proof. \( \square \)

4. An example

In this section, we give an example to demonstrate the results obtained in previous sections.

Example 4.1. Consider the following CNNs with delays:
\begin{equation}
\begin{aligned}
x_1'(t) &= -c_1(t)x_1(t) + \frac{1}{2}(\sin t)\tilde{g}_1(x_1(t - \sin^2 t)) \\
&\quad + \frac{1}{2}(\cos t)\tilde{g}_2(x_2(t - 2\sin^2 t)) + \frac{1}{2}(\sin t)\int_{0}^{\infty} e^{-u} g_1(x_1(t - u)) du \\
&\quad + \frac{1}{2}(\cos t)\int_{0}^{\infty} e^{-u} g_2(x_2(t - u)) du + \frac{1}{2} \sin(\sqrt{2}t), \\
x_2'(t) &= -c_2(t)x_2(t) + \frac{1}{2}(\sin 2t)g_2(x_2(t - 3\cos^2 t)) \\
&\quad + \frac{1}{2}(\cos 4t)g_2(x_2(t - 4\sin^2 t)) + \frac{1}{2}(\sin 2t)\int_{0}^{\infty} e^{-u} g_1(x_1(t - u)) du \\
&\quad + \frac{1}{2}(\cos 4t)\int_{0}^{\infty} e^{-u} g_2(x_2(t - u)) du + \frac{3}{4} \cos(\sqrt{2}t),
\end{aligned}
\end{equation}

where \( c_1(t) = 1 + \sin^2(\sqrt{3}t), \quad c_2(t) = 1 + \sin^4(\sqrt{5}t), \quad \tilde{g}_i(x) = g_i(x) = \frac{1}{8} |x| \sin x \).

Observe that \( \tilde{f}_i(x) = f_i(x) = \frac{1}{8} |x|, \quad \tilde{h}_i(x) = h_i(x) = \sin x, \quad \tilde{c}_1 = \tilde{c}_2 = \tilde{M}_i = \tilde{M}_i = L_{i}^h = L_i^h = 1, \quad L_i^f = L_i^f = \frac{1}{8}, \quad \tilde{a}_{ij} = \tilde{b}_{ij} = \frac{1}{2}, \quad k_{ij} = 1, i, j = 1, 2. \) Then
\[
\begin{aligned}
L &= \frac{3}{4}, \\
\delta &= \frac{1}{4} < 1,
\end{aligned}
\]

\[
\|D\|_1 = \max_{1 \leq i, j \leq 2} \{\sum_{j=1}^{2} \tilde{c}_i^{-1}(\tilde{a}_{ij}L_{ij}(L_{ij}^h L_{ij}^f L_{ij}^h L_{ij}^f + \tilde{M}_j) + \tilde{b}_{ij} k_{ij} L_{ij}(L_{ij}^h L_{ij}^f L_{ij}^h L_{ij}^f + \tilde{M}_j))\}
\]

\[
= \frac{1}{2} < 1,
\]

where \( \| \cdot \|_1 \) is the row norm of matrix. It is straight forward to check that all the conditions needed in Theorem 3.1 are satisfied. Therefore, by Theorem 3.1, system (4.1) has exactly one almost periodic solution, which is globally exponentially stable.
Remark 4.1. System (4.1) is a very simple form of CNNs. One can observe that \( \tilde{g}_1(x) = \tilde{g}_2(x) = g_1(x) = g_2(x) = \frac{1}{8}|x| \sin x \) and the condition \((H_0)\) is not satisfied. Therefore, all the results in [1-11] and the references cited therein can not be applicable to system (4.1). This implies that the results of this paper are essentially new.

5. Conclusions

In this paper, cellular neural networks with time-varying delays and continuously distributed delays have been studied. Without assuming the global Lipschitz conditions of activation functions, some sufficient conditions for the existence and exponential stability of the almost periodic solutions have been established. These obtained results are new and they complement previously known results. Moreover, an example is given to illustrate the effectiveness of our results.
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