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Abstract

Mobile devices become a part of our daily life due to their versatility, such as the wireless phone calls, the
wireless accessibility to Internet, the display of multimedia content, and the commumication with nearby mobile
devices. Third generation telecommunication service provides an easy access to the Internet for mobile devices.
Mobile users pay a fee charged by the telecommunication provider based on the amount of data transferred. This
paper introduces a special ad hoc network in which mmobile devices cooperate each other to download an interesting
content from the Internet in order to reduce the telecommunication cost. The mobile devices, called the peers, in
the ad hoc network are assigned a portion of the target file, and are responsible for downloading the portion using
their 3G cormection. Then, the peers exchange their downloaded portion with other participating peers using their
costfree ad hoc connection in order to reconstruct the whole content. According to the simulation results, large
number of participating peers saves the telecommunication cost up to 90% with as few as 10 peers, although it
slightly increase the overall content reconstruction time.
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| . Introduction

such as 3G and
HSDPA, are widely available for mobile devices to

Telecommunication services,

access the Internet anytime anyplace at the actual
transmission rate of 2.05 Mbps to 4.8 Mbps (1].
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Fig 1. Download entire content from CP

Figure 1 illustrates a common situation in which
mobile devices contact their ISPs in order to
download a specific target file from a content
provider (CP) located in the Internet. As the figure
1 shows, some mobile devices, called the peers,
may download the same content from the same CP.
This is possible when a teacher wants to share the
same class material stored in the Internet with
his/her students in an outdoor class. In a stadium,
several spectators may want to download current

records of their favorite teams or players.
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Fig 2. Download partial content from CP

Several researchers(2) focus on the devices with
two network interfaces, one for telecommunication
networks, such as 3G and HSDPA, and the other
for WLAN, such as IEEE 802.11 or Bluetooth to
form an ad hoc network. Integration of the two
different networks offers several benefits both to
users and service providers. Figure 2 displays how
to reduce the telecommunication cost by the
cooperation of several peers to share a favorite
content stored by a CP in the Internet. Suppose
several close friends wish to download a game
program in order to play together interactively.
Each device user is given a portion of the target
file to download from the Internet with its 3G
Each device contacts to its ISP and
access the assigned portion of the
provided by the CP. The difference between figure
1 and figure 2 is the amount of data downloaded

channel.
program

by each peer. In figure 1, each peer downloads the
whole content from the CP. In contrast, peers
download an assigned part of the entire content in
figure 2, which reduces the overall download cost
of the content.
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Fig 3. Exchange partial content over an ad hoc network

Figure 3 shows that all peers cooperate to form an
ad hoc network and exchange their partial content
with other peers in order to reconstruct the whole
content. Each peer associates with a server located
in the Internet. An associated server may manage
and occasionally all

several peers, peers may
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associate with one server. The associated server may
be located at the ISPs, the CPs, or some other
places in the Internet. The associated servers
communicate each other to share information about
peers. Communication between servers takes place
within the wired Internet. One of the associated
server is selected as a master server that manages
the ad hoc network. Each peer is responsible for
informing any change of neighbor peers to its
associated server. The associated server forwards the
changed neighbor information to the master server.
The master server builds a global topology of the ad
hoc network using the neighborhood information
from other associated peers, and decides which peer
downloads which portion of the target file.

There are some assumptions of the mobile devices
First, the peers have WLAN
interface that enable the formation of an ad hoc
network. No specific ad hoc routing algorithm nor

in this paper.

unique IP address is needed, but each peer has
an unique ID within the ad hoc network. Second,
the devices are equipped with an interface that
enables a connection to an ISP. Third, all mobile
devices share the same wireless communication
channel. They have omni-directional antennas and
the same transmission range.

The special ad hoc network concept exploits ideas
that are often described as peer-to-peer computing
(3). The authors in (4] propose an approach to
share a WWAN connection within an ad hoc
network with participating hosts. The authors in
(5) investigated the performance improvements of
the multiple description (MD) Content Delivery
Network (CDN) over the single description (SD)
CDN. Fairness issues of the multiple sources to
single receiver (multipoint-to-point) is studied in
(6). The authors in (7) proposed an approach for
coordinated data
links

utilization.

computing a schedule for

collection with avoiding congested and

maximizing the network resource
SplitStream (14) allows a source peer to split a

file into k stripes and to muiticast each stripe

SplitStream builds k
multicast forests in order to spread the forwarding

using k multicast trees.

load across all participating peers. In BitTorrent
(15), when many downloaders try to download a
file from a URL-specified location, the downloaders
upload to each other concurrently to help reducing
the load of the source. BitTorrent partitions files
into pieces of fixed size, typically 256 KBytes, and
keeps track of which downloaders have what
pieces. BlueTorrent (16] inherits the idea from
BitTorrent. In BlueTorrent, the data source, for
example an access point or peers, divides a target
blocks.

have

file into fixed-size Whenever
Bluetooth-enabled

connections, they exchange their bitmaps in order

devices available
to specify which blocks of the file is missing.
Cellular phones become active participants in
content sharing networks. In (17), a cell phone
plays a role of a content storage for music, photos
and videos, and connects to federating surround
infrastructure, via access hosts using WiFi or
Bluetooth,
larger screen or speakers. The authors in (18)
implement mobile content sharing service in
GPRS/UMTS network using C++. It consists of a

peer-to—peer client application in the mobile phone

in order to share the content with

and an application server in the wired network.

Many research work for content sharing focuses on
several issues such as the performance improvement
of content sharing by using multiple sources as well
as content discovery and maintenance. This paper
mainly focuses on the benefits of using two wireless
channels, such as the cost reduction of payable 3G
fast distribution of the
downloaded content. Several papers do not deal

packets as well as
with binding the two channels in order to reduce
telecommunication cost. They focuses on the service
continuation of the connection when users are
indoors or outdoors. This unique scheme provides
for each peer to receive large telecommunication
cost reduction as more peers participate at the cost
of slight increment of the distribution time.
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The rest of the paper is organized as follows. Section
2 deals with the operations of the ad hoc network.
Content distribution scheduling is explained in
section 3. Simulation results are described in section

4. Section 5 draws conclusions.

I1. Network management

2.1 Construction of an ad hoc network

One of the mobile device users initiates the
process of the special network formation. The
device user makes a connection to its ISP to
access the Internet and contacts one of the
The device gives
information such as the minimum number of
and the file
specification to be downloaded. The

servers on the Internet.
participating mobile devices
server
becomes the associated server of the device. The
server generates a group ID (GID) of the ad hoc
network and group key so that only the
network members can exchange packets. The
server also creates a network ID (NID) used in
the ad hoc network to distinguish between
several other ad hoc networks by the server,
and a unique peer ID (PID) for its associated
device. The server passes the group information,
the NID, and the PID to its associated device
through the 3G connection of the device. The
device stores the information and periodically
transmits a beacon. The beacon contains the
description of the ad hoc network including the
transport level information of the server, the
NID, and the PID of the beacon sender.

The server of the initiating mobile device plays
two roles in the ad hoc network: the master
server and the associated server. The master
server deals with several management tasks for
the ad hoc network. First,
maintains group information and assigns new PID

it creates and

when new device joins the network. Second, it

manages the membership and the logical topology
of the ad hoc network. Third, it schedules the
downloading process which device to download
which portion of the target file. Finally, it detects
and recovers from several failures. The associated
server contacts its associated mobile peer and
collects local neighborhood information from its
peer. In addition, the associated server selects a
set of rebroadcasting peers for its associated peer
when the peer broadcasts downloaded data to
other peers.

The remaining cooperative devices hear the
beacon and send JOIN packets to the sender of
the beacon. The sequence of joining an ad hoc
network is displayed in figure 4. The JOIN
packet includes the PID of the beacon sender
and a random number that indicates the sender
of the JOIN packet. Any member peer of the ad
hoc network receiving the JOIN packet compares
the PID of the beacon sender in the packet with
its own, and drops if unmatched. If both PIDs
are identical, the peer replies with an ACCEPT
packet. The ACCEPT packet
transport information of the master server, the

contains the

NID, and the received random number from the
JOIN packet.

Server forA 0 ® ~
Master Content
(57 (3) Server Provider
¥
3 {1) JOIR -
oo g =g
{2) ACCEPT < o

B
(1) New device sends JOIN packet to existing ad hoc network
(2) ACCEPT packet contains info about the master server
(3) Peer delivers master server info to its associated server
(4) Associated server registers its peer to the master server
(5) Master server passes IDs to associated server
(6) IDs are passed to associated peer to join network
2 4 MR peer?| B
Fig 4. New peer’s joining

When the device transmitting the JOIN packet
receives an ACCEPT packet with the same
random number, the device becomes a peer of
the network. The peer informs its associated
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server about the NID and transport level
information of the master server. The associated
server of the peer registers the presence of the
new peer to the master server by showing the
NID. As a response, the master server provides
information about the ad hoc network specified
by the NID to the associated server including
the GID and the PID of the joining peer that is
unique within the ad hoc network. The PID will
be used as a network address for the newly
joined peer in the ad hoc network. The
associated server delivers the ad hoc network
information to its associated peer. The peer
configures the PID as a network address in the
ad hoc the

information.

network, and stores group

2.2 Membership management

When a peer joins the ad hoc network, the master
server updates the membership information. In
addition, both the master server and the
associated server require neighborhood information
to perform their tasks. Each peer detects its
one-hop neighbors by exchanging periodic HELLO
packets using the ad hoc network or by operating
in promiscuous mode. If there is a change, the
peer uploads the newly configured neighbor list.
The associated server delivers the change to the
master server. The master server updates the
change of the membership and the neighborhood
information.

The master server is able to create a global
topology of the ad hoc network from the partial
neighborhood When the master
server receives the information, it updates the
global topology of the network. The global
topology is essential for both the master server
and associated servers to compute the download

information.

schedule and the minimum rebroadcasting set.
The master server a boolean
connectivity matrix in which an element of (G, j)

maintains

is set to true if the ¥ peer is a neighbor of the

it The matrix represents the global

topology of the ad hoc network. The master
server computes the download schedule with the

peer.

membership information. The master server also
the topology all
associated servers so that they can compute the

distributes information to

rebroadcasting set of peers.

2.3. Download scheduling

The master server schedules each peer to
download the same or similar amounts of the
target file. Suppose N is the size of the target
file to download, and D is the size of assigned
portion downloaded by each peer in each round.
The value D is equal to k * u, where u is a
payload of each packet downloaded at a time
from the CP and k is an integer. The server
assumes N = D * t, where t is an integer. If the
given file size N is not a multiple of D, the
server adjusts the value N by adding an amount
by the following equation.

N =N+ (/N/D] *D-N)

The value N” becomes a multiple of D and is set
to be a new size of the target file. In each
round, the total of D * p bytes are downloaded
by all peers, where p is the current number of
peers. The master server executes the following
algorithm to assign the beginning location of the
target file for each peer.

for i =01<pit+)
{ download-peer (i, baset+i * D); }
base = base + D * p;

Each peer is indexed from zero to p-I by the
master server and the peer with index i should
download a portion of the target file starting at
the second argument of the function download-
peer() with the size of D bytes. The master
server notifies all associated servers about the
location where to download for their peers. The
master server keeps a mapping table that
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identifies which peer has downloaded which
portion of the file. The value base is initialized
to zero and increased at the end of each round.
In the middle of the downloading process,
some mobile devices may want to join the
existing network. In this case, the master server
needs to decide whether to accept the new
devices. The master server computes the
minimum value of n that satisfies the following

inequality

where r is the current round of download
completed, pr is the number of participating peers
inround r, n = pg+p ~ pr. @ number of newly
joining peers, and N~ = N’ - base, the remaining
bytes to download. That is, all existing peers will
download D bytes in the (r+1)" round, and the
newly joined n peers will download (r+1) * D
bytes. To be fair, all participating peers
(including new peers) download the same or
similar amounts of data at the end of
downloading process. If the minimum value n is
equal to zero, no more new devices will be
accepted. Otherwise, the first n peers registered
are accepted as peers to participate. At the end of
each round, the master server checks whether
there exists a positive integer n that satisfies
equation (1). If there is no such value n, there is
no need to add more mobile devices. The master
server directs all associated servers that their
peers should stop transmitting beacons.

At the final round, the remaining bytes may
be smaller than D * p. The master server finds
the smallest index rem such that D * rem
becomes larger than the remaining bytes to
download. Then, the master server assigns the
remaining portions of the file to the first rem
peers, or randomly selects rem number of peers.
After the completion of the final round, the
complete target file will be stored at the peers in
the ad hoc network.

Ill. Content Distribution Scheduling

In order to reconstruct the target file, every
peer in the network becomes a sender as well as
a receiver. If all peers, as senders, transmit
their data in an uncontrolled manner, the
broadcast storm problem [8) may arise. Each
peer needs a controlled way of broadcasting its
received data to other peers., and selected peers
need to rebroadcast the packets if some peers
are out of transmission range of another.

3.1. Selection of rebroadcasting peers

The problem of selecting the
rebroadcasting set is very similar to the MCDS
(Minimum Connected Dominating Set) problem.
The authors in (9] mentioned that the minimum
rebroadcasting set problem is harder than the
MCDS problem, which has been proved to be
NP-complete.  Several  wireless  broadcasting
algorithms [9)(10}{11)(12) have been proposed for
the approximation of MCDS to compute the

minimum

backbone wireless peers or the rebroadcasting
peers using local neighborhood
Starting from the source peer, two-hop knowledge
helps to decide the next rebroadcasting peers in a
completely distributed manner.

information.

Internet (o Master Server

0 _(4) M
g5 w5 8

(1) Master server passes global topology of ad foc network

(2) Associated server passes rebroadcasting set for A

(3) Involved associated servers notify to its peer to rebroadcast
(4) Source peer transmits its downloaded data to its neighbors
(5) Peer(s) in the set rebroadcasts packets originated from A

13| 5. rebroadcasting peer2| 4%
Fig 5. Selection of rebroadcasting peers
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The local neighborhood information from each
peer provides a hint to generate a mesh of
connected peers. The master server merges the
connected peers into one connected set of peers.
The master server passes the information to all
associated servers. Each associated server produces
the minimum set of rebroadcasting peers for its
associated peer working as a source peer. As the
source peer changes, so does the rebroadcasting
set. Each associated server notifies the involvement
of the rebroadcasting to other associated servers of
the peers in the set. Each responsible associated
server directs its peer(s) to rebroadcast packets
when it receives data packets originated from the
specified peer. Figure 5 shows the computation and
the notification sequence of the rebroadcasting set.
In figure 5, the associated server for peer A selects
peer B as its rebroadcasting set. When peer B
receives packets that originated from peer A, it
rebroadcasts the packets for peers, such as C, that
are located far from peer A.

3.2. Data distribution

Figure 6 shows a typical example of an ad hoc
network topology. Seven peers, labeled A to G,
form an ad hoc network. They have downloaded
some portion of data from the Internet. The
master server defines the transmission sequence
of peers to distribute their downloaded data.
Figure 6 assumes the transmission sequence as
an alphabetical order of peers from A to G.
Every peer knows which peer is its predecessor
that triggers the next transmission. As an
example, when peer A finishes its data delivery,
peer B resumes its transmission. Every peer in
the set has a list of rebroadcasting information
that describes when to rebroadcast if received
packets have originated from a specific peer. For
example, the associated server of peer A selects
peer B, C, and D as A’s rebroadcasting set in
figure 6.

(8

O3 6. o= & =59 of
Fig 6. Example of an ad hoc network

In a similar way, peer B's rebroadcasting set
will be A, C and D. Peer C has rebroadcasting
information that directs to rebroadcast if it
receives packets originated from peer A or B.
Peer D also has additional knowledge that peer
D is the terminal peer of the rebroadcasting set.
That is, when peer D rebroadcasts, there are no
more peers to rebroadcast the same packet from
peer D. The terminal peers play an important
role to trigger the next sequence from the source
peer to transmit its downloaded portion of data.
The ad hoc network adopts an asynchronous
transmission mechanism in which a packet from
the predecessor triggers the transmission of the
successor’'s packets. In figure 6, peer A is the
first peer to transmit its data in the sequence.
When peer A broadcasts its data, peer B, C, and
D, in that order rebroadcast the packet
originated from peer A, which enables all peers
to have the content downloaded by peer A. Peer
B needs to know when to broadcast its
downloaded data. Suppose peer B rebroadcasts
its data right after receiving data from its
predecessor peer (peer A in this case). This may
cause collisions in some peers and data lost
because peer B may transmit its downloaded
data while peer C may rebroadcast A's packet,
which causes peer G to experience a collision. In
order to reduce the possibility of collisions, peer
B should delay its transmission until peer A’s
packet is delivered to all peers.
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Fig 7. Packet transmission sequence

The terminal peers are useful to decrease the
probability of collisions. When peer A is a
source, peer D becomes a terminal peer. In
contrast, if peer B is a source, then both peer A
and D become terminal peers. When a terminal
peer rebroadcasts a data packet, it immediately
broadcasts a DONE packet that notices the
completion of rebroadcasting in one end of the
data flow. The DONE packet
backward to the source peer until the next peer
in the transmission sequence receives the DONE

propagates

packet. The packet triggers the broadcast of B's
downloaded data. Figure 7 shows the snapshot of
data propagation from peer A, B, C and D in the
network displayed in figure 6.

3.3. Recovery from missing data

Every peer maintains a receiving status bitmap
of size t such as N' = t * u where N" and u are
defined in section 2.3. As the size of the target
file is known, so is the size of the bitmap. Each
bit indicates whether the mapped content has
been received either from the 3G connection or
from the ad hoc network. A bit is set if the
corresponding unit-sized payload is received.

When the final
completed and all packet exchanges within the
ad hoc connection have finished, each peer
uploads its bitmap to its associated server. When
left the
network, some part of the target file will be

round of downloading is

one or more peers have failed or

missing. This requires additional downloading
rounds for the missing portion of the file.

The master server collects the bitmaps from all
peers and applies bitwise-OR operation on all
bitmaps. If the resulting bitmap contains at least
one bit that remains reset, it indicates that no
peer downloaded that portion of the file. It is
because one or more peers left or failed during
the download phase. The master server counts
the number of reset bits, and records the
position of the missing portion of the file. Then,
the server decides which peer(s) to download the
missing portion. The extra downloading schedule
is delivered to the associated server of the peers
involved.  The resume
downloading the assigned portion of data in
order to fill the missing gap.

When the complete content of the target file is in

responsible  peers

the ad hoc network, the remaining task is for all
peers to share the complete content. The master
server maintains the bitmap matrix of the size p
by t, where p is the number of peers and ¢ is the
total number of payload units. If the element (i, Jj)
in the bitmap matrix has a value of zero, it
implies that the i peer does not have the 7 unit
segment of the file. The master server scans each
column of the matrix whether the column includes
any bit reset. If it exists in the j column, the
master server selects the source peer and a
rebroadcasting peer set for the j™ unit segment.
When peers receive the missing segment of data,
they update their bitmaps. After completing the
scan of all columns of the bitmap matrix and
processing any existing gaps, all peers upload their
bitmaps to the master server. The master server
finishes the missing data recovery process when it
finds that all bitmaps contain all ones, which
indicates all peers have stored the target file.

3.4. Network Partition Recovery
It is possible for an ad hoc network to be

partitioned into two or more subnetworks
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because some intermediate peer(s) may move to
place(s). The boolean connectivity
matrix, discussed in section 2.2, is useful when

another

the master server detects any partition of the ad
hoc network. The server applies a transitive
closure operation, e.g. Warshall's algorithm, on
the matrix and discovers any partition, if exists.
The resultant matrix has all one’s if the ad hoc
network is connected. If there is any partition in
the network, each row of the matrix indicates
which group of peers is connected and
disconnected. The master server may notify the
disconnectivity to the associated servers of the
peers in the partitioned network in order to
construct another ad hoc network on their own.

The associated servers in the partitioned network
elect a new master server among the associated
servers. The newly elected master server generates
new NID and GID, then distributes them to other
associated servers whose peers are in the
partitioned network. The peers in the partitioned
network may resume their download operations
with the newly computed download schedule by the
elected master server. The master server of the
original network deletes the peer information of the
partitioned network from both the membership and
the connectivity information. In addition, the
original master server also recomputes the
download schedules with the remaining member
peers. The associated servers recompute the
rebroadcasting sets for their peers with the
updated peer information from the master server.

IV. Simulation results

The ns2 network simulator (13) is used in this
simulation. The model assumes each peer
downloads portions using its 3G connection that
the master server schedules to download, while
it exchanges the portions with other peers using

its ad hoc network. The peers do not experience

buffer underrun when they transmit their
portions to other peers.

Average Number of Payable 3G Packets by Number of Peers.
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Fig 8. Cost reduction by the number of participating peers

At the beginning of simulation, each peer is
assigned a portion to download, and computes the
number of 3G packets used. The unit packet size
of the 3G connection is set to 500 byte. Each peer
transmits its downloaded portion of packets over
the ad hoc network. The ad hoc network uses the
same size of data packet of 500 byte. The peers
download the file size of 1 MBytes that consists of
2048 unit packets. Each peer has the 802.11 MAC
with the transmission range of 250 meters. The
number of peers varies from 2 to 10. The peers
move at 2 m/s according to the way-point mobility
model in a 400 meter by 400 meter grid. Each
peer uploads its new neighborhood information in
a second using 3G channel.

Figure 8 displays the average number of packets
used by the peers that may have a fee charged a
telecommunication provider. Each value in figure
8 is the average of ten runs. The average number
of payable 3G packets is collected by the addition
of the number of content packets downloaded from
the Internet and the number of bitmap packets
uploaded to the associated servers during the
exchange period over the ad hoc network. As the
number of peers increases, the average number of
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fee-based packets decreases. It is mainly because
the amount of downloaded data becomes smaller
as the number of participating peers increases. As
a result, an additional peer only reduces a
marginal cost when there are already enough
peers, whereas the new peer still receives the
same benefit of the cost reduction. The pause
time does not influence the results due to the

short download completion time.
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Fig 9. Number of peers vs. completion time

The completion time of each simulation is shown in
figure 9. This simulation uses the pause time of
The
increases slowly as more peers participate. It is
because when the area becomes crowded, the
chance of packet collision increases. The ad hoc
network operates with the packet triggering
mechanism in which the current packet triggers the

zero seconds. average completion time

next packet transmission. The rebroadcasting peer
or the scheduled next source peer may lose its
chance to transmit and waits for receiving the lost
packet from its previous transmitting peer.
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The ad hoc network is greatly influenced by the
area size. When all peers are located within the
transmission range of each other, no collisions are
expected because only one peer transmits at a
Figure 10 and 11
performance changes due to a change in the grid

time. illustrates how the

size. The simulation runs with 10 peers in
constant movement. As the grid size increases, so
does the completion time and the number of
fee-based packets due to the fact that when peers
are located in wider area, there needs to be more
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rebroadcasting peers. Some packets may collide
and some peer lose the packets, which deprives
the chance to rebroadcast the packet or to
transmit the next sequenced data packet.

V. Conclusion

This paper introduces a special ad hoc network in
which mobile peers have two wireless channels
which helps to save telecommunication cost by
sharing their partially downloaded data with other
peers. All peers consent to download a predefined
portion of a target file located in the Internet using
their fee-based WWAN connection. The peers are
associated with their servers, which perform peer
membership management, download scheduling,
data distribution scheduling, and failure recovery.
Each participating peer downloads only a portion of
the file that is assigned by the master server. The
peers then distribute their downloaded portions to
all other member peers over the cost-free ad hoc
channel so that all participating peers can construct
the target file. The distribution process does not
use any specific routing or multicasting protocol,
but the inherent wireless broadcast mechanism with
the rebroadcasting set information enables all peers
to share their partially downloaded data with other
peers. As the telecommunication cost is proportional
to the amount of data downloaded, when larger
download
smaller amount of data which leads to the reduction

number of peers participates, peers
of the telecommunication cost. The benefit of cost
reduction is distributed to all participating peers.
The simulation results show that approximately
90% of the telecommunication cost is saved with as
few as 10 peers, although it slightly increase the

overall content reconstruction time.
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