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ABSTRACT

Quality of Service (QoS) Guarantees grant ways for service providers to establish service differentiation among subscribers. On the other hand, service subscribers are also assured the level of service they paid for. In addition, the efficient level of service quality can be selected according to the subscribers' needs thus ensuring efficient use of available bandwidth. While network utility optimization techniques assure certain QoS metrics, a number of situations exist where some QoS goals are not met. The optimality of the network parameters is not mandatory to guarantee specified QoS levels. This paper proposes a joint data rate and power control scheme that guarantees service contract QoS level to a subscriber using Goal Programming. In using goal programming, this paper focuses on finding the range of feasible solutions as opposed to solving for the optimal. In addition, in case no feasible solution is found, an acceptable compromised solution is solved.
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1. INTRODUCTION

The service provider and subscriber views on network service performance are two opposing standpoints in establishing wireless access network architecture. On the service provider's side, the minimization of network set-up cost is a significant factor in network planning. On the other hand, subscribers are more concerned with obtaining the best performance for what they paid for.

However, increasing the performance of a system incurs shelling out additional capital on new equipment. The provision of quality of service (QoS) guarantees introduces a compromise between service providers and subscribers. QoS guarantees provide efficient service differentiation among subscribers while assuring these subscribers the level of service they need. Also, the efficient level of service quality for subscriber's application is provided. For example, a delay-tolerant subscriber applicant can be given a lower service quality in terms of delay since delay would not produce a significant degradation in the application. In doing this, other subscribers whose applications require real-time delivery can be provided sufficient resources. QoS metrics may translate to throughput, delay, jitter, power or other parameters as defined by the service providers.

QoS implementation is usually incorporated in routing and scheduling optimization [1–7]. However, the goal of routing and scheduling opti-
mization approaches is to maximize the overall network utility, in other words finding the global solution. Achieving this goal may only marginally meet the QoS requirements. A slight change in network parameters can lead to not meeting one or two QoS metrics. In addition, finding the global solution that meets all the QoS guarantees is an NP-hard problem. For a QoS network, global optimization approaches may generally not be suitable.

In line with this problem, this paper proposes the use of goal programming approach in solving the optimization of system resource to maintain QoS levels. The idea of goal programming [8–9] is to establish a goal level of achievement for each criterion. This approach is ideal in cases where meeting range or threshold values are more important than achieving the global optimum. In addition, this approach is effective when the optimum point that satisfies all goals is not feasible.

For this reason we propose a data rate and power control scheme that guarantees service contract QoS level. To optimize the data rate and power, goal programming approach is used with threshold goals given by the QoS metrics.

The contributions of this paper are as follows:

- propose a joint data rate and power control scheme to guarantee service level Quality of Service.
- propose a solution methodology that would provide the best solution possible even if the optimal solution is infeasible.

2. RELATED WORKS

Since the deployment of Internet, QoS has been one of the well-researched areas to improve Internet performance. The Internet Engineering Task Force (IETF) [10] has been working on effective QoS definitions and implementations. Since the conception of QoS, a number of methods have already been proposed to implement service differentiation and service guarantees [1–7]. Optimization [1–4] has always been one of the methods used. By using optimization, network parameters are optimized to meet QoS goals. A number of methodologies are used such as statistical methods [1] and algorithm/iterative optimization [2–4]. Most of these techniques aim to achieve a global solution. However, global optimization of goals may be insufficient for long-term guarantees. In addition, it is possible that not all goals are met at when optimum parameters are used. In most cases, infeasible solutions can occur. In such cases, global optimization may fail in that it cannot find the solution. This paper applies an optimization technique that minimize the variation from a specified range of values. The best possible solution is solved in case there is no feasible optimal solution.

In addition to optimization methods, rule-based methodologies can also be used to assure QoS [5–7]. This is achieved by using QoS policies that aid in resource allocation. However, similar to optimization methods, it is difficult to attain QoS goals when a number of contrasting policies are considered. Moreover, the adaptability and flexibility of rules are issues needed to be addressed. Eventually the policies considered would be obsolete and need to be updated for changing traffic behavior. Thus, it would be more difficult to arrive at the best performance.

We consider a joint power and rate control similar to proposals in [10] and [11]. In our case, we consider the use of goal programming to add to the flexibility of the solutions. In addition, if there are no optimal solutions, the best possible solution would be used.

3. QUALITY OF SERVICE AND CONTROL PARAMETERS

Quality of Service can be viewed as a measure of subscriber satisfaction. When the Internet was first deployed, provision of QoS was not implemented. The default QoS that was used at
that time was termed as "best effort service." With the implementation of QoS, service differentiation among subscribers gave the service providers ways to efficiently management system resources while satisfying their customers.

Service providers define the QoS metrics offered to subscribers. From these metrics, the subscriber purchases a range of values to be guaranteed by the service providers. For instance, the service providers could offer levels of guarantees for delay Table 1.

The subscriber can avail of the appropriate service quality level that can satisfy their application. Each service quality level is associated with a cost that the service providers evaluated. The best service quality level is associated with the highest compensation. For this paper, three QoS metrics are considered: 1) Throughput, 2) Delay and 3) Signal Quality. These metrics are influenced by the data rate used and power.

3.1 Throughput Metric

For multi-hop networks, packet forwarding is a significant factor that influences the network throughput. The location of subscribers, in relation to other subscribers, affects the data rate used for transmission.

Figure 1 illustrates the multi-hop scenario. In this scenario, two subscriber nodes S and T are connected to router M through subscriber node R. Uplink traffic from subscriber nodes S and T are sent to subscriber node R which forwards the packets to router M. Suppose all subscriber nodes R, S and T have some traffic to send to router M. Also let $X'_{\text{MAX}}$ denote the maximum data rate that is available to a subscriber i. In this situation, subscriber node i would not be able to transmit using the maximum data rate due to the packets that need to be forwarded from its neighbor nodes defined by set N. Some resources available to subscriber i would be used to serve other subscribers. Given the link data rate from a certain node i to a node j, $x_{ij}$, the law of flow conservation states that the data rate sent by subscriber node i is given by $\mu_i X'_{\text{MAX}} = \sum_{j \in N_i} x_{ij} - \sum_{k \in N} x_{ki}$. The parameter $\mu_i$ denotes the fraction of the available data rate guarantee that is actually used by subscriber node i for its own purposes. In general, the fraction of the purchased guarantee used is given by Eq. (1).

$$\mu_i = \sum_{j \in N_i} \frac{x_{ij}}{X'_{\text{MAX}}} - \sum_{k \in N} \frac{x_{ki}}{X'_{\text{MAX}}}$$  \hspace{1cm} (1)

where
- $\mu_i$: fraction of the maximum available data rate used by subscriber i
- $x_{ab}$: link data rate from some source(a) to some destination(b)
- $X'_{\text{MAX}}$: maximum available data rate for subscriber i
- $N_i$: set of neighbors of subscriber i
The parameter \( \mu_t \in [0, 1] \) relates to the throughput guarantee purchased by the user. In detail, the range of the data rate that a subscriber can use is represented by \( \mu_{\text{AS}} = [\mu_{\text{ms}}, 1] \).

### 3.2 Delay Metric

Gamez et al. [12] studied different delay estimation algorithms. In their study, they concluded that the exponential averaging algorithm can give the best prediction for the delay in 802.11 wireless LAN networks. This result is used in this paper to predict the delay experienced in the network. The predicted delay is formulated as Eq. (2). The weighting factor used for the numerical example is 0.1 as it was proved by Gamez et al. [12] to have the least error when compared with the actual delay for 802.11 multi-hop networks. This implies that delays from previous iterations are more significant, compared to the current data rate, in predicting the delay for the next iteration. However, note that continuous communication at a constant rate would yield to a linear increase in the delay. Also, the value of the weighting factor can be changed according to the type of network used. The proposed method in this paper adjusts the rate that would ensure that the delay experienced is within the delay limits the subscriber paid for. The QoS metric used is formulated as \( D_{\text{AS}} = [D_{\text{ms}}, D_{\text{ms}}] \).

\[
D = \alpha x_{ij} + (1 - \alpha)D^- \tag{2}
\]

where
- \( D^- \): predicted delay
- \( D^- \): delay from previous iteration
- \( x_{ij} \): data rate of link \((i,j)\)
- \( \alpha \): weighting factor

### 3.3 Signal Quality

In order to quantify the signal quality of the links, the researcher makes use of the Signal to Interference Noise Ratio (SINR). The SINR value incorporates the transmission medium quality as well as interference caused by neighborhood transmission. The transmission medium quality represents how noisy the medium is. This is an important consideration given that unlicensed frequency bands are used in most wireless networks. This means that other standards such as Zigbee, WiMAX, UWB, WLAN etc. are sharing the medium. In the numerical example, the 802.11 standard is used for the wireless network. The transmissions by other standards are seen by 802.11 nodes as noise. In addition, natural noise provided by environmental conditions is also considered when talking about transmission medium quality. Figure 2 illustrates the interference caused by neighbor transmissions. In this situation, subscriber node R is communicating with router M with transmission power at \( P_R \). Within router M’s neighborhood, subscriber node B is also communicating with a subscriber node A with transmission power at \( P_R \). In general the SINR is given as Eq. (3). It should be noted that in actual implementation, the exact value of the power received can not be obtained. In the case of 802.11, the received signal strength indicator (RSSI) may be used. RSSI is an estimate of the transmitted power.

![Fig. 2. Interference caused by Neighbor Transmission](image-url)
received by the receiver. The QoS metric for Signal Quality can be represented by:

\[
SINR = \frac{P_i}{P_{j\neq i} + Noise_{mean}}
\]  

(3)

where
- \(P_i\): power received by some node \(i\)
- \(Noise_{mean}\): average noise experienced

4. GOAL PROGRAMMING FORMULATION

To optimize the system parameters used, the goal programming approach is considered. In goal programming, the objective is to find the closest point to the optimal point in which the set of goals are met. This approach is especially useful in the case where the optimal point is not feasible. If the optimal solution is feasible, a range of solutions that satisfy the QoS guarantees can also be calculated.

4.1 Constraints

The constraints for the goal programming problem are given by Eq. (4). The optimal point is calculated such that it satisfies both the QoS guarantees and these constraints. The first constraint gives the upper bound for the link data rates in each link. The upper bound is defined by the Shannon–Hartley equation given by \(C \log(1+SINR)\) for a given SINR value. The second constraint states that the link data rates can not be a negative value. The third constraint gives the lower and upper bounds for the power. Finally, the last constraint limits the value of \(\mu_i\) to be within \([0,1]\).

\[
x_{ij} \leq C \log(1+SINR) \quad \forall (i,j)
\]

\[
x_{ij} \geq 0
\]

\[
0 \leq P_i \leq P_{MAX} \quad \forall i
\]

\[
\mu_i \in [0,1]
\]

(4)

4.2 Goal Programming Problem

The goal programming problem is given by Eq. (5). The proposes scheme in this paper controls the data rate and power to achieve the range of QoS metrics which is purchased by the user. The range of the QoS guarantees is shown in brackets. Goal Programming can be solved using two models. The first model is Archimedean Approach. This model uses penalty weight for over-estimation and under-estimation of goals. The second model is the pre-emptive model. This model generates solutions in a lexicographic sense. In other words, this model arrives at solutions using priorities. In this paper, the preemptive model is used. The Archimedean model can also be used to solve the problem to consider weighing of objectives. The preemptive model is used in this paper to minimize the complexity in computations. Also, in wireless networks, prioritization is easier implemented as compared to finding weights. The prioritization can also be included as part of the QoS specifications purchased by the subscribers.

\[
goal \left\{ \begin{array}{l}
\mu_i = \frac{\sum_{j \neq i} x_{ij} \cdot X_{MAX}^i}{\sum_{j \neq i} X_{MAX}^j} \quad [\mu_{min}] \\
D = \alpha x_{ij} + (1-\alpha) D^- \quad [D_{min}, D_{max}] \\
SINR = \frac{P_i}{P_{j\neq i} + Noise_{mean}} \quad [SINR_{min}, SINR_{max}]
\end{array} \right.
\]

(5)

such that,
- \(x_{ij} \leq C \log(1+SINR) \quad \forall (i,j)\)
- \(x_{ij} \geq 0\)
- \(0 \leq P_i \leq P_{MAX} \quad \forall i\)
- \(\mu_i \in [0,1]\)

4.3 Preemptive Goal Programming

In preemptive goal programming, the solution is computed by assigning priorities for each goal and solving them sequentially. The problem is first expanded to the form given in Eq (6). The QoS guarantees are incorporated in the formulation as part of the constraints. In addition, dummy variables \(d^+\) and \(d^-\) are introduced to represent over-estimation and under-estimation of the goals, respectively. The objective is to minimize the over-estimation and under-estimation variables such that the QoS guarantees are met.

Note that the notation \(\text{lex min}\) describes the priority of the constraints. Moreover, in cases where
there is no feasible solution, the best solution is found by minimizing the deviations from the specified QoS range in Eq. (5). These deviations are represented by the dummy variables \( d^+ \) and \( d^- \). To solve the preemptive programming problem, the problem is decomposed according to priority described by Eq. (6). Eqs. (7)–(9) details the decomposition of the problem in Eq. (6). In this paper we prioritize Signal Quality since it has effects on the assignment of data rates.

\[
\begin{align*}
\text{min} & \quad \{d^+_i, d^-_i\}, \{d^+_j, d^-_j\}, \{d^+_k, d^-_k\} \\
\text{such that,} & \quad \sum_{j \in \mathcal{N}} x_{ij}^N - \sum_{k \in \mathcal{N}} x_{ki}^N - d^+_i \leq 1 \\
& \quad \sum_{j \in \mathcal{N}} x_{ij}^N - \sum_{k \in \mathcal{N}} x_{ki}^N + d^-_i \geq \mu^\text{min} \\
& \quad ax_{ij} + (1-\alpha)D^- - d^+_i \leq D^\text{max} \\
& \quad ax_{ij} + (1-\alpha)D^- + d^-_i \geq D^\text{min} \\
& \quad \frac{P_i}{P_{\text{noise,mean}} + d^-_i} \leq \text{SINR}_\text{max} \\
& \quad \frac{P_i}{P_{\text{noise,mean}} + d^+_i} \geq \text{SINR}_\text{min} \\
& \quad x_{ij} \leq C\log(1 + \text{SINR}) \quad \forall (i,j) \\
& \quad x_{ij} \geq 0 \\
& \quad 0 \leq P_i \leq P_{\text{MAX}} \quad \forall i \\
& \quad \mu_i \in [0,1] \\
& \quad d \geq 0 \quad \forall d
\end{align*}
\]

\[\text{min} \{d^+_i, d^-_i\} \]
\[\text{such that,} \quad \frac{P_i}{P_{\text{noise,mean}} + d^-_i} \leq \text{SINR}_\text{max} \]
\[\frac{P_i}{P_{\text{noise,mean}} + d^+_i} \geq \text{SINR}_\text{min} \]
\[0 \leq P_i \leq P_{\text{MAX}} \quad \forall i \]
\[d \geq 0 \quad \forall d\]

\[\min \{d^+_i, d^-_i\} \]
\[\text{such that,} \quad \sum_{j \in \mathcal{N}} x_{ij} - \sum_{k \in \mathcal{N}} x_{ki} - d^+_i \leq 1 \]
\[\sum_{j \in \mathcal{N}} x_{ij} - \sum_{k \in \mathcal{N}} x_{ki} + d^-_i \geq \mu^\text{min} \]
\[x_{ij} \leq C\log(1 + \text{SINR}) \quad \forall (i,j) \]
\[x_{ij} \geq 0 \]
\[d \geq 0 \quad \forall d\]

5. NUMERICAL ANALYSIS AND RESULTS

The scenario depicted in Figure 2 is used for numerical analysis. In this scenario our goal is to find the appropriate values for \( x_{ij}, x_k, x_{ip} \) and \( P_i \) that will meet the QoS guarantee provided. The numerical parameters are given in Table 2.

Solving the first priority goal in Eq. (7), we arrive

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>10 mW</th>
</tr>
</thead>
</table>
| \( P_{\text{B}} \) | 2 \[
| \text{SINR}_{\text{max}} \] | 1 \[
| \text{SINR}_{\text{min}} \] | 0.7 \[
| \text{X}_{\text{MAX}} \] | 0.5Mbps \[
| \text{X}_{\text{MAX}} \] | 0.3Mbps \[
| \text{D}_{\text{MAX}} \] | 5ms \[
| \text{D}_{\text{MAX}} \] | 5ms \[
| C \] | 1Mbps \[
| a \] | 0.1

Fig. 3. Signal to Interference Noise Plot
Table 3. Signal Quality Optimization

<table>
<thead>
<tr>
<th>PR</th>
<th>SINR</th>
<th>SIR</th>
<th>UT</th>
<th>DT</th>
<th>xSR</th>
<th>xTR</th>
<th>xRM</th>
<th>µR</th>
<th>µS</th>
<th>µT</th>
<th>SUM(d)</th>
<th>dR</th>
<th>dS</th>
<th>dT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.05</td>
<td>0.02</td>
<td>1.05</td>
<td>1.95</td>
<td>20</td>
<td>10</td>
<td>2</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>4</td>
<td>9</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>9</td>
<td>18</td>
<td>9</td>
<td>6</td>
<td>18</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>12</td>
<td>36</td>
<td>12</td>
<td>12</td>
<td>36</td>
<td>4.5</td>
<td>4.5</td>
<td>4.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
<td>15</td>
<td>45</td>
<td>15</td>
<td>15</td>
<td>45</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>18</td>
<td>60</td>
<td>18</td>
<td>18</td>
<td>60</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>21</td>
<td>90</td>
<td>21</td>
<td>21</td>
<td>90</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>24</td>
<td>120</td>
<td>24</td>
<td>24</td>
<td>120</td>
<td>8.5</td>
<td>8.5</td>
<td>8.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>9.5</td>
<td>9.5</td>
<td>9.5</td>
<td>27</td>
<td>150</td>
<td>27</td>
<td>27</td>
<td>150</td>
<td>9.5</td>
<td>9.5</td>
<td>9.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
<td>30</td>
<td>180</td>
<td>30</td>
<td>30</td>
<td>180</td>
<td>10.5</td>
<td>10.5</td>
<td>10.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>11.5</td>
<td>11.5</td>
<td>11.5</td>
<td>33</td>
<td>210</td>
<td>33</td>
<td>33</td>
<td>210</td>
<td>11.5</td>
<td>11.5</td>
<td>11.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>12.5</td>
<td>12.5</td>
<td>12.5</td>
<td>36</td>
<td>240</td>
<td>36</td>
<td>36</td>
<td>240</td>
<td>12.5</td>
<td>12.5</td>
<td>12.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>13.5</td>
<td>13.5</td>
<td>13.5</td>
<td>40</td>
<td>270</td>
<td>40</td>
<td>40</td>
<td>270</td>
<td>13.5</td>
<td>13.5</td>
<td>13.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>14.5</td>
<td>14.5</td>
<td>14.5</td>
<td>45</td>
<td>300</td>
<td>45</td>
<td>45</td>
<td>300</td>
<td>14.5</td>
<td>14.5</td>
<td>14.5</td>
<td>0.3333</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 4. Upper Bound of xRM

<table>
<thead>
<tr>
<th>PR</th>
<th>SINR</th>
<th>Upper Bound of xRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>1.1</td>
<td>0.45</td>
</tr>
<tr>
<td>11.5</td>
<td>1.15</td>
<td>0.47</td>
</tr>
<tr>
<td>12</td>
<td>1.2</td>
<td>0.49</td>
</tr>
<tr>
<td>12.5</td>
<td>1.25</td>
<td>0.508</td>
</tr>
<tr>
<td>13</td>
<td>1.3</td>
<td>0.52</td>
</tr>
<tr>
<td>13.5</td>
<td>1.35</td>
<td>0.535</td>
</tr>
<tr>
<td>14</td>
<td>1.4</td>
<td>0.54</td>
</tr>
</tbody>
</table>

at the solutions for the subscriber node R transmission power as given by Figure 3 and Table 3. Figure 3 shows the plot of the SINR for subscriber nodes R and B. The SINR of subscriber B also varies with respect to the transmission power of subscriber node R since transmission of subscriber node R would be interpreted as noise by subscriber node A. From Figure 3, it can be observed that the optimum value of the power is when the PR = 11mW. This is confirmed in Table 3. In addition, Table 3 also shows the range of transmission power values that would guarantee the QoS in terms of Signal Quality for subscriber nodes R and B. This range is shown as the shaded region in Table 3.

The values for the bit rate can be solved from Eq. (8) using the feasible transmission power values calculated from Eq. (7). Substituting each of the feasible transmission power values to the Shannon-Hartley constraint, we get the values in Table 4. Table 5 shows the data rate assignments that would satisfy the QoS guarantee for throughput.

Table 5. Data Rate Assignments

<table>
<thead>
<tr>
<th>Config ID</th>
<th>xSR</th>
<th>xTR</th>
<th>xRM</th>
<th>µR</th>
<th>µS</th>
<th>µT</th>
<th>SUM(d)</th>
<th>dR</th>
<th>dS</th>
<th>dT</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.1</td>
<td>0.1</td>
<td>0.4</td>
<td>0.4</td>
<td>0.3333</td>
<td>0.3333</td>
<td>0.0</td>
<td>4.5</td>
<td>4.5333</td>
<td>4.5333</td>
</tr>
<tr>
<td>B</td>
<td>0.1</td>
<td>0.1</td>
<td>0.5</td>
<td>0.6</td>
<td>0.3333</td>
<td>0.3333</td>
<td>0.0</td>
<td>4.5</td>
<td>4.5333</td>
<td>4.5333</td>
</tr>
<tr>
<td>C</td>
<td>0.1</td>
<td>0.2</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3333</td>
<td>0.6667</td>
<td>0.0</td>
<td>4.5</td>
<td>4.5333</td>
<td>4.566667</td>
</tr>
<tr>
<td>D</td>
<td>0.2</td>
<td>0.1</td>
<td>0.5</td>
<td>0.4</td>
<td>0.6667</td>
<td>0.3333</td>
<td>0.0</td>
<td>4.5</td>
<td>4.566667</td>
<td>4.53333</td>
</tr>
</tbody>
</table>

Table 5 provides the final solution to the data rate and power control scheme for the scenario in Figure 2. In this table, we consider the data rate configuration in combination with the transmission power assignment. Note that for power transmission at 11mW, 11.5mW and 12mW, only configuration A of the data rate can be used. This solution guarantees the QoS levels purchased by each subscriber. Note also multiple solutions are allowed which enables the service provider to adjust network parameters as needed.
Table 6. Data Rate and Power Control Assignment

<table>
<thead>
<tr>
<th>$P_r$</th>
<th>Data Rate Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>A</td>
</tr>
<tr>
<td>11.5</td>
<td>A</td>
</tr>
<tr>
<td>12</td>
<td>A</td>
</tr>
<tr>
<td>12.5</td>
<td>A,B,C,D</td>
</tr>
<tr>
<td>13</td>
<td>A,B,C,D</td>
</tr>
<tr>
<td>13.5</td>
<td>A,B,C,D</td>
</tr>
<tr>
<td>14</td>
<td>A,B,C,D</td>
</tr>
</tbody>
</table>

![Aggregate Dropped Packets](image)

Fig. 4. Aggregate Dropped Packets

is because of the Upper Bound in the data rate for these transmission power assignments. This solution guarantees the QoS levels purchased by each subscriber. Note also that multiple solutions are allowed which enables the service provider to adjust network parameters as needed. We compared the amount of packet drops in using Kelly’s Model [11] and the proposed scheme, denoted by JPRC_GP. In this scenario, each node R, S and T are subjected to large amounts of packet arrival. In each node, the arrival of packets is set to 500Mb per time iteration. Figure 4 shows the amount of packets dropped. Similar to power consumption, the flexibility in choosing the data rates contributed to the gain achieved in performance.

6. CONCLUSION

Quality of Service (QoS) provides an area of compromise between service providers and subscribers. On the service provider’s part, service differentiation is added which can help in efficient network planning to reduce implementation cost. On the other hand, subscribers are provided service guarantees for the service that they paid for. This paper proposed a joint data rate and power control assignment scheme to guarantee service contract QoS. Also, a goal programming approach was used to establish a goal level of achievement for each of the criteria analyzed. Based on the results, a set of feasible assignment configuration was calculated that met the known QoS requirements as agreed upon by the service provider and the customers. Multiple solutions were found that allowed the service providers to adjust network parameters as needed. It was also shown that, using the proposed scheme, the amount of traffic dropped due to congestion was less as compared to traditional Kelly Model networks.
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