APPROXIMATING SOLUTIONS OF EQUATIONS
BY COMBINING NEWTON-LIKE METHODS

IOANNIS K. ARGYROS

ABSTRACT. In cases sufficient conditions for the semilocal convergence of Newton-like methods are violated, we start with a modified Newton-like method (whose weaker convergence conditions hold) until we stop at a certain finite step. Then using as a starting guess the point found above we show convergence of the Newton-like method to a locally unique solution of a nonlinear operator equation in a Banach space setting. A numerical example is also provided.

1. INTRODUCTION

In this study we are concerned with the problem of approximating a locally unique solution \( x^* \) of the nonlinear equation

\[
F(x) = 0,
\]

where \( F \) is a Fréchet-differentiable operator defined on a convex subset \( D \) of a Banach space \( X \) with values in a Banach space \( Y \).

The most popular methods for generating sequences approximating \( x^* \) are undoubtedly Newton-like methods of the form

\[
y_{n+1} = y_n - A(y_n)^{-1}F(y_n), \quad (y \in D), \quad (n \geq 0)
\]

and the corresponding modified Newton-like methods given by

\[
x_{n+1} = x_n - A(x_0)^{-1}F(x_n), \quad (x_0 \in D), \quad (n \geq 0).
\]

Here \( A(x) \in L(X,Y) \ (x \in D) \) the space of bounded linear operators from \( X \) into \( Y \). The most popular choice for \( A \) with is an approximation of \( F'(x) \) is usually \( A(x) = F'(x) \ (x \in D) \). In this case (2) becomes Newton’s method and (3) the corresponding Modified Newton method.
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Local as well as semilocal convergence theorems for methods (2) and (3) have been
given by many authors under different assumptions. A survey of such results can
be found in [1]–[7] and the references there. Method (2) is faster but more expen-
sive than (3). Moreover the sufficient Newton-Kantorovich type conditions for the
semilocal convergence of method (2) are stronger (see (9)) than method’s (3) (see
(20) or (68)). Here we take advantage of these observations in case (9) is violated for
some starting guess \( y_0 \) but (20) or (68) hold for \( x_0 = y_0 \). Using formula (60) we can
always find a finite integer \( N \) such that for \( y_0 = x_N \) conditions (9) holds true. This
way after using slower method (3) for \( N \) steps we continue with faster method (2)
to obtain convergence. A numerical example is also provided where our technique
is demonstrated.

2. SEMILOCAL CONVERGENCE ANALYSIS

We state the well-known semilocal convergence result for Newton-like method
(2), [7], [2].

**Theorem 2.1.** Let \( F : D \subset X \to Y \) be Fréchet differentiable and let \( A(x) \in L(X, Y) \)
be an approximation of \( F'(x) \). Assume there exist \( y_0 \in D, \) the inverse \( A(y_0)^{-1} \) of
\( A(x_0) \) and constants \( \eta, K > 0, M, L, \mu, l \geq 0 \) such that for all \( x, y \in D \) the following
conditions hold:

\[
\| A(y_0)^{-1} F'(y_0) \| \leq \mu \\
\| A(y_0)^{-1} [F'(x) - F'(y)] \| \leq K \| x - y \|, \\
\| A(y_0)^{-1} [F'(x)] - A(x) \| \leq M \| x - y_0 \| + \mu, \\
\| A(y_0)^{-1} [A(x) - A(y_0)] \| \leq L \| x - y_0 \| + l, \\
b = \mu + l < 1, \\
h = \sigma \eta \leq \frac{1}{2} (1 - b)^2
\]

where,

\[
\sigma = \max\{K, M + L\},
\]

and

\[
\bar{U}(y_0, t^*) = \{ x \in X \mid \|x - y_0\| \leq t^* \} \subseteq D,
\]
where $t^*$ is the smallest zero of scalar function

$$f(t) = \frac{\sigma}{2} t^2 - (1 - b)t + \eta$$

given by

$$t^* = \frac{1 - b - \sqrt{(1 - b)^2 - 2h}}{\sigma},$$

with the larger zero $t^{**}$ given by

$$t^{**} = \frac{1 - b + \sqrt{(1 - b)^2 - 2h}}{\sigma}.$$

Then,

(a) Scalar sequence $\{t_n\} (n \geq 0)$ generated by

$$t_{n+1} = t_n + \frac{f(t_n)}{1 - l - Lt_n}, \quad t_0 = 0$$

is nondecreasing and converges to $t^*$.

(b) Sequence $\{y_n\}$ generated by Newton-like method (2) is well defined, remains in $\bar{U}(y_0, t^*)$ for all $n \geq 0$, and converges to a unique solution $x^*$ in $\bar{U}(y_0, t^*) \cap D$ if $h = \frac{1}{2}(1 - b)^2$ or in $U(y_0, t^{**}) \cap D$ if $h < \frac{1}{2}(1 - b)^2$. Moreover the following estimates hold for all $n \geq 0$:

$$\|y_{n+1} - y_n\| \leq t_{n+1} - t_n,$$

and

$$\|y_n - x^*\| \leq t^* - t_n.$$

We can show the main semilocal convergence theorem for the modified Newton-like method (3).

**Theorem 2.2.** Let $F : D \subset X \to Y$ be a Fréchet differentiable operator. For $x_0 \in D$ let $A(x_0) \in L(X, Y)$ such that $A(x_0)^{-1} \in L(Y, X)$, and (4) hold (with $y_0 = x_0$). Assume there exist constants $M_0 \geq 0$, $\mu_0 \in [0, 1)$ such that together with (5) the following conditions hold:

$$\|A(x_0)^{-1}[F'(x) - A(x_0)]\| \leq M_0 \|x - x_0\| + \mu_0, \quad \text{for all } x \in D,$$

$$M_0 \leq K,$$

$$h_A = K \eta \leq \frac{1}{2} (1 - \mu_0)^2$$

and

$$\bar{U}(x_0, r^*) \subseteq D,$$
where \( r^* \) is the smallest of the two positive zeros of function

\[
g(r) = \frac{K}{2}r^2 - (1 - \mu_0)r + \eta,
\]

given by

\[
(23) \quad r^* = \frac{1 - \mu_0 - \sqrt{(1 - \mu_0)^2 - 2h_A}}{K}
\]

Note that the largest root \( r^{**} \) of \( g \) is given by

\[
(24) \quad r^{**} = \frac{1 - \mu_0 + \sqrt{(1 - \mu_0)^2 - 2h_A}}{K}
\]

Then,

(a) Scalar sequence \( \{r_n\} \ (n \geq 0) \) generated by

\[
(25) \quad r_{n+1} = r_n + g(r_n) \quad (r_0 = 0), \quad (n \geq 0)
\]

is nondecreasing, and converges to \( r^* \).

(b) Sequence \( \{x_n\} \) generated by modified Newton-like method (3) remains in \( \bar{U}(x_0, r^*) \) for all \( n \geq 0 \), and converges to a unique solution \( x^* \) of equation \( F(x) = 0 \) in \( \bar{U}(x_0, r^*) \). Moreover the following estimates hold for all \( n \geq 0 \):

\[
(26) \quad \|x_{n+1} - x_n\| \leq r_{n+1} - r_n,
\]

and

\[
(27) \quad \|x_n - x^*\| \leq r^* - r_n.
\]

Furthermore, if there exists \( R \geq r^* \) such that

\[
(28) \quad \frac{M_0}{2}(r^* + R) + \mu_0 \leq 1.
\]

then the solution \( x^* \) is unique in \( U(x_0, R) \)

**Proof.** (a) It follows by (20) that function \( g \) has two positive zeros \( r^* \) and \( r^{**} \) with \( r^* \leq r^{**} \). Simple induction on \( n \geq 0 \) shows that \( r_n \leq r_{n+1} \leq r^* \) for all \( n \geq 0 \). That is, sequence \( \{r_n\} \) is nondecreasing, and bounded above by \( r^* \). In view of (25), we get \( r^* = \lim_{n \to \infty} r_n \).

(b) We shall show:

\[
(29) \quad \|x_{k+1} - x_k\| \leq r_{k+1} - r_k,
\]

and

\[
(30) \quad \bar{U}(x_{k+1}, r^* - r_{k+1}) \subset \bar{U}(x_k, r^* - r_k)
\]

hold for all \( k \geq 0 \).
For every \( z \in \bar{U}(x_1, r^* - r_1) \),
\[
\|z - x_0\| \leq \|z - x_1\| + \|x_1 - x_0\| \leq r^* - r_1 + r_1 = r^* - r_0
\]
implies \( z \in \bar{U}(x_0, r^* - r_0) \). Since also
\[
\|x_1 - x_0\| = \|A(x_0)^{-1}F(x_0)\| \leq \eta = r_1 - r_0,
\]
(29) and (30) hold for \( k = 0 \). Given they hold for \( n = 0, 1, \ldots, k \), then
\[
\|x_{k+1} - x_0\| \leq \sum_{i=1}^{k+1} \|x_i - x_{i-1}\| \leq \sum_{i=1}^{k+1} (r_i - r_{i-1}) = r_{k+1} - r_0 = r_{k+1},
\]
and
\[
\|x_k + t(x_{k+1} - x_k) - x_0\| \leq r_k + t(r_{k+1} - r_k) \leq r^*, \; t \in [0, 1].
\]
Using (3) we obtain the approximation
\begin{align*}
(31) \quad F(x_{k+1}) &= F(x_{k+1}) - F(x_k) - A(x_0)(x_{k+1} - x_k) \\
&= \int_0^1 [F'(x_k + t(x_{k+1} - x_k)) - A(x_0)](x_{k+1} - x_k)dt \\
&= \int_0^1 [F'(x_k + t(x_{k+1} - x_k)) - F'(x_k)](x_{k+1} - x_k)dt \\
&\quad + [F'(x_k) - A(x_0)](x_{k+1} - x_k).
\end{align*}

In view of (3), (5), (18), (19), (25), (31), and the induction hypotheses, we obtain in turn
\begin{align*}
(32) \quad \|x_{k+2} - x_{k+1}\| &= \|A(x_0)^{-1}F(x_{k+1})\| \\
&\leq \frac{K}{2} \|x_{k+1} - x_k\|^2 + [M_0 \|x_k - x_0\| + \mu_0] \|x_{k+1} - x_k\| \\
&\leq \frac{K}{2} (r_{k+1} - r_k)^2 + [M_0 r_k + \mu_0] (r_{k+1} - r_k) \\
&= \frac{K}{2} (t_{k+1} - t_k)^2 + M_0 t_k (t_{n+1} - t_n) + \mu_0 (t_{k+1} - t_k) \\
&\quad - (t_{k+1} - t_k) + g(t_k) \\
&= g(t_{k+1}) + (M_0 - k)t_k t_{k+1} - (M_0 - k)t_k^2 \\
&\leq g(t_{k+1}) + t_k (M_0 - K)(t_{k+1} - t_k) \leq g(t_{k+1}) = t_{k+2} - t_{k+1},
\end{align*}
which shows (29) for all \( k \geq 0 \).

Thus for every \( z \in \bar{U}(x_{k+2}, r^* - r_{k+2}) \) we have
\[
\|z - x_{k+1}\| \leq \|z - x_{k+2}\| + \|x_{k+2} - x_{k+1}\| \leq r^* - r_{k+2} + r_{k+2} - r_{k+1} = r^* - r_{k+1},
\]
which implies
\begin{equation}
(33) \quad z \in \bar{U}(x_{k+1}, r^* - r_{k+1}).
\end{equation}

The induction for (29) and (30) is now completed.

Part (a) implies that sequence \( \{t_n\} \) is Cauchy. In view of (32) and (33) it follows that \( \{x_n\} \) is a Cauchy sequence in a Banach space \( X \), and as such it converges to some \( x^* \in \bar{U}(x_0, r^*) \) (since \( \bar{U}(x_0, r^*) \) is a closed set). By letting \( k \to \infty \) in (32) we obtain \( F(x^*) = 0 \). Estimate (27) follows from (26) by using standard majorization techniques [2], [5], [6]. To show uniqueness first in \( \bar{U}(x_0, r^*) \), let \( y^* \) be a solution of equation (1) in \( \bar{U}(x_0, r^*) \). Using (2), (18) and (23) we obtain in turn
\[
\begin{align*}
x_{n+1} - y^* &= x_n - y^* - A(x_0)^{-1}F(x_n) \\
&= -A(x_0)^{-1} \int_0^1 [F'(y^* + t(x_n - y^*)) - A(x_0)](x_n - y^*) dt
\end{align*}
\]
and
\begin{equation}
(34) \quad \|x_{n+1} - y^*\| \leq \int_0^1 [M_0 \|x^* + t(x_n - y^*) - x_0\| + \mu_0] dt \|x_n - y^*\|
\end{equation}
\[
\leq \int_0^1 M_0 [t \|x_n - x_0\| + (1 - t) \|y^* - x_0\| + \mu_0 dt \|x_n - y^*\|
\leq \int_0^1 M_0 [tr^* + (1 - t)r^* + \mu_0] dt \|x_n - y^*\|
\leq (M_0r^* + \mu_0) \|x_n - y^*\|
\leq \|x_n - y^*\|,
\]

since
\begin{equation}
(35) \quad q = M_0r^* + \mu_0 \in [0, 1)
\end{equation}

by the choice of \( r^* \).

It follows from (34) that \( \lim_{n \to \infty} x_n = y^* \). But we showed \( \lim_{n \to \infty} x_n = x^* \). Hence, we deduce
\begin{equation}
(36) \quad x^* = y^*.
\end{equation}

Finally let \( y^* \in U(x_0, R) \) be a solution of equation \( F(x) = 0 \), where \( R \) satisfies (28). As in (34) we obtain
\begin{equation}
(37) \quad \|x_{n+1} - y^*\| < \left[ \frac{M_0}{2}(r^* + R) + \mu_0 \right] \|x_n - y^*\| \leq \|x_n - y^*\|,
\end{equation}
which leads to (36). That completes the proof of the Theorem. \( \square \)
Remark 2.3. (a) If \( R = r^{**} \) then condition (28) can be replaced by

\[
M_0 \leq 1.
\]

(b) It follows from (34) that the order of convergence of method (3) is at least linear with geometric ratio \( q_0 \) given by (35).

(c) Under hypotheses (6) and (7)

\[
\begin{align*}
\| A(x_0)^{-1}[F'(x) - A(x_0)] \| &\leq \| A(x_0)^{-1}[F'(x) - A(x)] \|
+ \| A(x_0)^{-1}[A(x) - A(x_0)] \| \\
&\leq (M + L) \| x - x_0 \| + \mu + l.
\end{align*}
\]

In view of (18) we get

\[
M_0 \leq M + L,
\]

and

\[
\mu_0 \leq \mu + l.
\]

Therefore, we deduce

\[
h \leq \frac{1}{2} (1 - b)^2 \implies h_A \leq \frac{1}{2} (1 - \mu_0)^2,
\]

but not viceversa unless if \( \sigma = k, M_0 = M + L, \) and \( \mu_0 = \mu + l. \) Hence, we deduce that (20) is weaker than condition (9). Note also that \( r^* \leq t^*. \) Let us now show how to use method (3) until we reach some finite \( N \) such that \( x_N = y_0 \) will guarantee the convergence of method (2) to a solution \( x^* \) of equation \( F(x) = 0. \) We assume that (9) does not hold for \( y_0 = x_0 \) but method (3) converges to \( x^* \) (i.e., e.g. that (20) holds true). Let us assume further that

\[
Lr^* + l < 1.
\]

Let \( z \in \mathcal{U}(x_0, r^*). \) We will rewrite conditions (4)–(7), with \( z \) replacing \( x_0. \) Indeed by (7) and

\[
\begin{align*}
\| A(x_0)^{-1}[A(z) - A(x_0)] \| &\leq L \| x_0 - z \| + l \\
&\leq Lr^* + l < 1,
\end{align*}
\]

we deduce by the Banach Lemma on invertible operators [5] that \( A(z)^{-1} \in L(Y, X) \) and

\[
\begin{align*}
\| A(z)^{-1}A(x_0) \| &\leq \frac{1}{1 - l - L \| x_0 - z \|} \leq \frac{1}{1 - l - Lr^*}.
\end{align*}
\]
We can have using (5) and (45)
\[
\|A(z)^{-1}[F'(x) - F'(y)]\| \leq \|A(z)^{-1}A(x_0)\| \|A(x_0)^{-1}[F'(x) - F'(y)]\| \\
\leq \frac{K}{1 - l - L\|z - x_0\|} \|x - y\|
\]
That is, we can set
\[
K_z = \frac{K}{1 - l - Lr^*}.
\]
Similarly in (6) we can have
\[
\|A(z)^{-1}[F'(x) - A(x)]\| \leq M_z \|x - x_0\| + \mu_z,
\]
where,
\[
M_z = \frac{M}{1 - l - Lr^*},
\]
and
\[
\mu_z = \frac{\mu}{1 - l - Lr^*}.
\]
In view of (5), (6) and (45) for \(x \in \bar{U}(x_0, r^*)\).
\[
\|A(z)^{-1}[A(x) - A(z)]\| \\
\leq \|A(z)^{-1}A(x_0)\| \left[\|A(x_0)^{-1}[A(x) - F'(x)]\| + \|A(x_0)^{-1}[F'(x) - F'(z)]\|\right] \\
\leq \frac{1}{1 - l - Lr^*}[M \|x - x_0\| + \mu + K \|x - z\| + M \|x_0 - z\| + \mu] \\
\leq L_z \|x - z\| + l_z,
\]
where,
\[
L_z = \frac{K}{1 - l - Lr^*}
\]
and
\[
l_z = \frac{2(Mr^* + \mu)}{1 - l - Lr^*}.
\]
Moreover, in view of the estimate
\[
\|A(z)^{-1}F(z)\| \leq \|A(z)^{-1}A(x_0)\| \cdot \|A(x_0)^{-1}F(z)\|,
\]
for \(z = x_N\) we have by (32)
\[
\|A(z)^{-1}F(z)\| \leq \frac{1}{1 - l - Lr^*}q^N \eta,
\]
where,
\[
0 \leq q = \left(\frac{K}{r^*} + M_0\right)r^* + \mu_0 < 1,
\]
That is, we can set
\begin{equation}
\eta_z = \frac{1}{1 - l - L r^*} q^N \eta.
\end{equation}

Define also $b_z$ by
\begin{equation}
b_z = \mu_z + l_z.
\end{equation}

Estimate (9) will now hold for sufficiently large $N$ since $\lim_{n \to \infty} q^n = 0$. Indeed, we must have
\begin{equation}
\frac{2 \max\{K_z, M_z\} q^N \eta}{1 - l - L r^*} \leq [1 - b_z]^2
\end{equation}
which is true for
\begin{equation}
N = \left\lceil \frac{\ln a}{\ln q} \right\rceil + 1
\end{equation}
where $[s]$ denotes the integer part of real number $s$, and
\begin{equation}
a = \frac{(1 - b_z)^2 (1 - l - L r^*)}{2 \max\{K_z, M_z\} \eta}.
\end{equation}

(d) Condition (19) can be removed as follows: Define scalar sequence \{s_n\} by
\begin{equation}
s_{n+2} = s_{n+1} + \frac{K}{2} (s_{n+1} - s_n)^2 + (M_0 s_n + \mu_0) (s_{n+1} - s_n), s_0 = 0, s_1 = \eta.
\end{equation}

As in [1], [2] we can easily show that sequence \{s_n\} is nondecreasing and bounded above by
\begin{equation}
\bar{s} = \frac{2\eta}{2 - \delta}
\end{equation}
provided that there exists $\delta \in [0, 2)$ such that:
\begin{equation}
K + \left( \frac{4M_0}{2 - \delta} \right) \eta + 2\mu_0 \leq \delta.
\end{equation}

It follows from the proof of Theorem 2.2 that (62), (64) and $s^* = \lim_{n \to \infty} s_n \leq \bar{s}$ can replace (19), (20), $r^*$ respectively. Therefore we have a condition like (64) instead of (20) not requiring (19). Moreover we have
\begin{equation}
0 \leq s_{n+1} - s_n \leq \left( \frac{s}{2} \right)^n \eta.
\end{equation}

We noticed that (64) may be weaker than (20). However if (64) is replaced by the stronger
\begin{equation}
K \eta [1 + \frac{4}{2 - \delta}] + 2\mu_0 \leq \delta
\end{equation}
or equivalently

\[(67)\quad K\eta \leq \frac{(\delta - 2\mu_0)(2 - \delta)}{6 - \delta}\]

then it is simple algebra to show that the right hand of (67) is always smaller than the right hand side of (20) which makes (20) weaker than condition (66) (i.e., condition (67)).

(c) It follows from (31) that condition (5) is not really needed. Indeed using only (18) and $M_0$ instead of $K$ in (32) condition (20) can be replaced by

\[(68)\quad h'_A = M_0\eta \leq \frac{1}{2}(1 - \mu_0)^2,\]

whereas (19) is not needed. Note that in this case $K$ is replaced by $M_0$ in (22)–(24). If $M_0 = K$ conditions (20) and (68) coincide. In case $M_0 < K$ condition (68) is weaker than (20). Otherwise (20) is weaker than (68). Constant $K$ can also be replaced by $M_0$ in condition (64).

Let us now provide a simple numerical example in the interesting case when

\[(69)\quad A(x) = F'(x) \quad (x \in D)\]

to show that (68) holds but not (9).

**Example 2.4.** Let $X = X = \mathbb{R}$, $y_0 = 1$, $D = [p, 2 - p]$, $p \in [0, \frac{1}{2})$, and define $F$ on $D$ by

\[(70)\quad F(d) = d^3 - p.\]

Using (4)–(8), and (70) we obtain

\[(71)\quad K = 2(2 - p), \quad \eta = \frac{1}{3}(1 - p), \quad L = 3 - p, \quad M = \mu = l = 0, \quad \text{and} \quad \sigma = K.\]

Hypothesis (9) is violated since

\[(72)\quad h = \frac{4}{3}(1 - p)(2 - p) > 1 \quad \text{for all} \quad p \in [0, \frac{1}{2}).\]

That is, there is no guarantee that method (2) converges to $x^* = \sqrt[3]{p}$.

In view of (18) we obtain $M_0 = 3 - p$ and $\mu_0 = 0$. Condition (68) becomes

\[(73)\quad h'_A = \frac{1}{3}(1 - p)(3 - p) \leq \frac{1}{2},\]

which holds for all $p \in \left[\frac{4 - \sqrt{10}}{2}, \frac{1}{2}\right)$.

Let us now find $N$ such that if we set $y_0 = z = x_N$ Newton-like method (2) will converge to $x^*$. 

Choose \( p = .45 \). Using (20), (23) and (35), (47) and (61) we obtain
\[
h'_{A} = .4675 < \frac{1}{2} r^{*} = .292176088, q = .745049024, \\
M_{0} = 10.0019229, \bar{\eta} = 1.83 \text{ and } \alpha = .069518717.
\]
In view of (60) we obtain
\[
\]
Clearly the choice of \( N \) given by (60) is in general very pessimistic.
In particular in the case of Example 2.4 we have that \( x_{1} = .816 \).
Notice that
\[
\| F'(x_{1})^{-1} F(x_{1}) \| = \eta_{1} = .047315932.
\]
It can easily be seen that (18) hold for \( x_{1} \) replacing \( x_{0} \) provided that
\[
(75) \quad \mu_{0} = 0, \quad \text{and} \quad M_{0} = 6.
\]
Condition (68) becomes
\[
(76) \quad h'_{A} = M_{0} \eta_{1} = 6(.0473)5932) = .283895592 < .5.
\]
It follows from (76) that method (2) converges by simply starting from \( y_{0} = x_{1} \)
instead of \( y_{0} = x_{10} \).
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