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ABSTRACT. In this paper, two classes of functions, involving a parameter and the classical Euler gamma function, and two functions, involving the classical Euler gamma function, are verified to be logarithmically completely monotonic in \((-\frac{1}{2}, \infty)\) or \((0, \infty)\); some inequalities involving the classical Euler gamma function are deduced and compared with those originating from certain problems of traffic flow, due to J. Wendel and A. Laforgia, and relating to the well known Stirling’s formula.

1. Introduction

Recall [30, 44, 48] that a function \(f\) is said to be completely monotonic on an interval \(I\) if \(f\) has derivatives of all orders on \(I\) and

\[ (-1)^n f^{(n)}(x) \geq 0 \]

for \(x \in I\) and \(n \geq 0\). The set of the completely monotonic functions on \(I\) is denoted by \(\mathcal{C}[I]\). The well known Bernstein’s Theorem [48, p. 161] states that \(f \in \mathcal{C}([0, \infty))\) if and only if

\[ f(x) = \int_0^\infty e^{-xs} d\mu(s), \]

where \(\mu\) is a nonnegative measure on \([0, \infty)\) such that the integral converges for all \(x > 0\). This expresses that \(f \in \mathcal{C}([0, \infty))\) if and only if \(f\) is a Laplace transform of the measure \(\mu\).

Recall [8, 20, 30, 33, 36, 39, 40] also that a positive function \(f\) is called logarithmically completely monotonic on an interval \(I\) if \(f\) has derivatives of...
all orders on \( I \) and its logarithm \( \ln f \) satisfies
\[
(-1)^k[\ln f(x)]^{(k)} \geq 0
\]
for all \( k \in \mathbb{N} \) on \( I \). The set of the logarithmically completely monotonic functions on \( I \) is denoted by \( \mathcal{L}[I] \). In [9, Theorem 1.1] and [20, 40] it is pointed out that the logarithmically completely monotonic functions on \((0, \infty)\) can be characterized as the infinitely divisible completely monotonic functions studied by Horn in [21, Theorem 4.4].

It was proved in [9, 30, 39, 40, 44] that
\[
\mathcal{L}[I] \subset \mathcal{C}[I],
\]
but not conversely. Stimulated by the papers [36, 39], among other things, it was further revealed in [9] that
\[
\mathcal{S} \setminus \{0\} \subset \mathcal{L}((0, \infty)) \subset \mathcal{C}((0, \infty)),
\]
where \( \mathcal{S} \) denotes the set of Stieltjes transforms.

From the inclusions (4) and (5), it is easy to see that, in order to show some functions, especially the power-exponential functions or the exponential functions, are completely monotonic, maybe it is sufficient and much simpler or easier to prove the stronger statements that they are logarithmically completely monotonic or Stieltjes transforms.

It is worthwhile to note that there have been a lot of literature on completely monotonic functions and logarithmically completely monotonic functions related to the gamma function, psi function or polygamma functions. Although it is not practicable to list all of these papers, we still would like to offer some of them, for example, [3, 4, 5, 6, 7, 10, 15, 17, 19, 22, 28] or [12, 13, 14, 26, 29, 34, 41, 42] and the references therein, to the readers.

It is well known that the classical Euler's gamma function \( \Gamma(x) \) is defined for \( x > 0 \) as
\[
\Gamma(x) = \int_0^\infty e^{-t}t^{x-1}\,dt.
\]
The logarithmic derivative of \( \Gamma(x) \), denoted by
\[
\psi(x) = \frac{\Gamma'(x)}{\Gamma(x)}
\]
is called the psi or digamma function, and \( \psi^{(i)}(x) \) for \( i \in \mathbb{N} \) are known as the polygamma or multigamma functions. These functions play central roles in the theory of special functions and have lots of extensive applications in many branches, for example, statistics, physics, engineering, and other mathematical sciences.

The Kershaw's inequality in [23] states that the double inequality
\[
\left(x + \frac{s}{2}\right)^{1-s} \leq \frac{\Gamma(x+1)}{\Gamma(x+s)} \leq \left(x - \frac{1}{2} + \sqrt{s + \frac{1}{4}}\right)^{1-s}
\]

\[\text{(8)}\]
holds for $0 < s < 1$ and $x \geq 1$. If taking $s = \frac{1}{2}$ in (8), then

\begin{equation}
\sqrt{x + \frac{1}{4}} \leq \frac{\Gamma(x + 1)}{\Gamma(x + 1/2)} < \sqrt{x + \frac{\sqrt{3} - 1}{2}}.
\end{equation}

In [24], the following Laforgia’s inequalities were established: If $0 < \lambda < 1$ or $\lambda > 2$ and $x \geq 0$, then

\begin{equation}
\frac{\Gamma(x + 1)}{\Gamma(x + \lambda)} > \left(x + \frac{\lambda}{2}\right)^{1-\lambda},
\end{equation}

which extends the left hand side inequality in (8); If $1 < \lambda < 2$ and $x \geq 0$, inequality (10) is reversed; If $0 < \lambda < 1$ and $x \geq 1$, then

\begin{equation}
\frac{\Gamma(x + 1)}{\Gamma(x + \lambda)} < \left(x + \frac{2\lambda}{3}\right)^{1-\lambda};
\end{equation}

If $1 < \lambda < 2$ and $x \geq 0$, then

\begin{equation}
\frac{\Gamma(x + 1)}{\Gamma(x + \lambda)} > \left(x + \frac{1}{8} + \frac{\lambda}{2}\right)^{1-\lambda};
\end{equation}

If $1 < \lambda < 2$ and $x \geq 1$, then

\begin{equation}
\frac{\Gamma(x + 1)}{\Gamma(x + \lambda)} > \left(x + \frac{1}{10} + \frac{\lambda}{2}\right)^{1-\lambda}.
\end{equation}

In particular, setting $\lambda = \frac{1}{2}$ in (11) yields for $x \geq 1$

\begin{equation}
\frac{\Gamma(x + 1)}{\Gamma(x + 1/2)} < \sqrt{x + \frac{1}{3}}.
\end{equation}

It is easy to see that inequality (11) and the right hand side inequality in (8) are not included each other and it is also clear that inequality (14) is better than the right hand side inequality in (9).

Let $s$ and $t$ be two real numbers and $\alpha = \min\{s, t\}$. For $x \in (-\alpha, \infty)$, define

\begin{equation}
z_{s,t}(x) = \begin{cases} 
\left[ \frac{\Gamma(x + t)}{\Gamma(x + s)} \right]^{1/(t-s)} - x, & s \neq t, \\
\exp(x^{1/2}) - x, & s = t.
\end{cases}
\end{equation}

In order to establish the best bounds in Kershaw’s inequality (8), among other things, the papers [11, 18, 38] established the following monotonicity and convexity property of $z_{s,t}(x)$: The function $z_{s,t}(x)$ is either convex and decreasing for $|t - s| < 1$ or concave and increasing for $|t - s| > 1$.

In [16, p. 123] and [25], while ones studied certain problems of traffic flow, the following double inequality was obtained for $n \in \mathbb{N}$:

\begin{equation}
2\Gamma\left(n + \frac{1}{2}\right) \leq \Gamma\left(\frac{1}{2}\right)\Gamma(n + 1) \leq 2^n \Gamma\left(n + \frac{1}{2}\right),
\end{equation}
which can be rearranged for \( n > 1 \) as

\[
1 \leq \left[ \frac{\Gamma(1/2)\Gamma(n + 1)}{2\Gamma(n + 1/2)} \right]^{1/(n-1)} \leq 2.
\]

In [43], by using the following double inequality due to J. Wendel in [47]:

\[
\left( \frac{x}{x + a} \right)^{1-a} \leq \frac{\Gamma(x + a)}{x^n \Gamma(x)} \leq 1
\]

for \( 0 < a < 1 \) and \( x > 0 \), inequality (16) was extended and refined as

\[
\sqrt{x} \leq \frac{\Gamma(x + 1)}{\Gamma(x + 1/2)} \leq \sqrt{x + \frac{1}{2}}
\]

for \( x > 0 \).

It is clear that the double inequality (19) is weaker than (9) and the right hand side inequality in (19) is also weaker than (14).

In [10], the following conclusions were established:

1. The function

\[
f(x) = \frac{\Gamma(x + 1)}{(x + c)^{1/2} \Gamma(x + 1/2)}
\]

for \( x > \max \{-\frac{1}{2}, -c\} \) is completely monotonic on \((-c, \infty)\) if \( c \leq \frac{1}{4} \);

the function \( f(x) \) is completely monotonic on \([-\frac{1}{2}, \infty)\) if \( c \geq \frac{1}{2} \).

2. Let \( a + 1 \geq b > a \), \( \alpha = \max \{-a, -c\} \), \( \beta = \max \{-b, -c\} \) and

\[
g(x; a, b, c) = (x + c)^{a-b} \frac{\Gamma(x + b)}{\Gamma(x + a)}
\]

for \( x > \alpha \). Then the function \( g(x; a, b, c) \) is completely monotonic on \((\alpha, \infty)\) if \( c \leq \frac{a+b-1}{2} \) and the function \( g(x; a, b, c) \) is completely monotonic for \( x > \beta \) if \( c \geq a \).

The middle term in (17) hints us to define

\[
g(x) = \begin{cases} \left[ \frac{\Gamma(1/2)\Gamma(x + 1)}{2\Gamma(x + 1/2)} \right]^{1/(x-1)} & \text{if } x \neq 1 \\ \exp \left[ 1 - \gamma - \psi \left( \frac{3}{2} \right) \right] & \text{if } x = 1 \end{cases}
\]

for \( x \in \left( -\frac{1}{2}, \infty \right) \), where \( \gamma = 0.57721566 \cdots \) is the Euler-Mascheroni constant, and to consider its logarithmically complete monotonicity.

The first main result of this paper is the following:

**Theorem 1.1.** \( g(x) \in \mathcal{L}\left( -\frac{1}{2}, \infty \right) \) with

\[
\lim_{x \to -\frac{1}{2}^+} g(x) = \infty \text{ and } \lim_{x \to \infty} g(x) = 1.
\]
Remark 1. From the decreasingly monotonic property of $g(x)$,

$$
\lim_{x \to \infty} g(x) = 1 \quad \text{and} \quad g(1) = \exp\left[1 - \gamma - \psi\left(\frac{3}{2}\right)\right],
$$

it is obtained that

$$
\begin{align*}
2\Gamma\left(x + \frac{1}{2}\right) & \leq \Gamma\left(\frac{1}{2}\right)\Gamma(x + 1) \\
& \leq 2\Gamma\left(x + \frac{1}{2}\right) \exp\left\{(x - 1)\left[1 - \gamma - \psi\left(\frac{3}{2}\right)\right]\right\}
\end{align*}
$$

for $x \in [1, \infty)$. From $g(0) = 2$, $\lim_{x \to \infty} g(x) = 1$ and the decreasingly monotonicity of $g(x)$, it is also revealed that

$$
\begin{align*}
2\Gamma\left(x + \frac{1}{2}\right) & \leq \Gamma\left(\frac{1}{2}\right)\Gamma(x + 1) \leq 2^x \Gamma\left(x + \frac{1}{2}\right)
\end{align*}
$$

for $x \in (0, \infty)$.

Inequalities (24) and (25) extend (16) and (17) and the right hand side inequality of (24) refines the right hand side inequality of (16) and (17). Therefore, it can be said that Theorem 1.1 generalizes, extends, and refines the double inequalities (16) and (17).

Remark 2. Numerical calculation shows

$$
\sqrt{1 + \frac{1}{3}} = 1.15 \cdots > \frac{2}{\Gamma(1/2)} \exp\left\{(1 - 1)\left[1 - \gamma - \psi\left(\frac{3}{2}\right)\right]\right\} = 1.12 \cdots
$$

and

$$
\sqrt{2 + \frac{1}{3}} = 1.5 \cdots < \frac{2}{\Gamma(1/2)} \exp\left\{(2 - 1)\left[1 - \gamma - \psi\left(\frac{3}{2}\right)\right]\right\} = 1.6 \cdots,
$$

hence, inequality of (14) and the following inequality

$$
\begin{align*}
\frac{\Gamma(x + 1)}{\Gamma(x + 1/2)} & \leq \frac{2}{\Gamma(1/2)} \exp\left\{(x - 1)\left[1 - \gamma - \psi\left(\frac{3}{2}\right)\right]\right\}
\end{align*}
$$

for $x \in [1, \infty)$, which is rearrangement of the right hand side inequality of (24), are not included each other. Similarly, it is easy to show that inequality (26) and the right hand side inequality in (19) are also not included each other for $x \in [1, \infty)$.

The left hand side inequality in (18) reminds us to introduce

$$
h_a(x) = \frac{(x + a)^{1-a}\Gamma(x + a)}{x\Gamma(x)}
$$

for $x > 0$ and $a > 0$ and to discuss its logarithmically complete monotonicity.

The second main result of this paper is the following:

**Theorem 1.2.**

1. $h_a(x) \in \mathcal{L}([0, \infty])$ if $0 < a < 1$.
2. $[h_a(x)]^{-1} \in \mathcal{L}([0, \infty])$ if $a > 1$. 
(3) For any $a > 0$,

\[
\lim_{x \to 0^+} h_a(x) = \frac{\Gamma(a+1)}{a^a} \quad \text{and} \quad \lim_{x \to \infty} h_a(x) = 1.
\]

Remark 3. It is easy to see that Theorem 1.2 is not included in [10, Theorem 1 and Theorem 3] mentioned above, the complete monotonicities of the functions $f(x)$ and $g(x; a, b, c)$ defined by (20) and (21).

Remark 4. Since

\[
h_a(1) = (1 + a)^{1-a} \Gamma(1 + a)
\]

and $h_a(x)$ is monotonic in $[1, \infty)$ for given $a > 0$ and $a \neq 1$, it is deduced from Theorem 1.2 that

\[
\left(\frac{x + a}{1 + a}\right)^{1-a} \frac{1}{\Gamma(1 + a)} \leq \frac{\Gamma(x + 1)}{\Gamma(x + a)} < (x + a)^{1-a}
\]

in $[1, \infty)$ for $0 < a < 1$. Especially, for $x \in [1, \infty)$,

\[
\sqrt{\frac{\pi}{6}} \left(\frac{x + 1/2}{1/2}\right)^{1/2} \leq \frac{\Gamma(x + 1)}{\Gamma(x + 1/2)} < \left(\frac{x + 1/2}{1/2}\right)^{1/2}
\]

The well known software MATHEMATICA 5.2 shows that the left hand side inequalities in (8) and (29) are not contained each other. So do the left hand side inequalities in (9) and (30).

If $a > 1$, inequalities (29) and (30) are reversed. It is easy to see that the range of the parameter $a > 1$ in the reversed inequality of (29) is more extensive than that of $1 < \lambda < 2$ in (12) and (13) although the lower bound in the reversed inequality of (29) under the conditions $x \geq 1$ and $1 < a < 2$ is not better than those in inequalities (12) and (13).

In order to obtain a refined upper bound in (18), let us consider the logarithmically complete monotonicity of the function

\[
f_a(x) = \frac{\Gamma(x + a)}{x^a \Gamma(x)},
\]

the middle term in (18), for $x \in (0, \infty)$ and $a \in (0, \infty)$.

The third main result of this paper is the following:

**Theorem 1.3.**

1. $f_a(x) \in \mathcal{L}((0, \infty))$ and $\lim_{x \to 0^+} f_a(x) = \infty$ if $a > 1$.
2. $[f_a(x)]^{-1} \in \mathcal{L}((0, \infty))$ and $\lim_{x \to 0^+} f_a(x) = 0$ if $0 < a < 1$.
3. $\lim_{x \to \infty} f_a(x) = 1$ for any $a \in (0, \infty)$.

Remark 5. It is also easy to see that Theorem 1.3 is not also included in [10, Theorem 1 and Theorem 3] mentioned above, the complete monotonicities of the functions $f(x)$ and $g(x; a, b, c)$ defined by (20) and (21).

Remark 6. From the fact that $f_a(1) = \Gamma(1 + a)$ and the monotonicity of $f_a(x)$, it follows that

\[
x^{1-a} \leq \frac{\Gamma(x + 1)}{\Gamma(x + a)} \leq \frac{x^{1-a}}{\Gamma(1 + a)}
\]
in \([1, \infty)\) for \(0 < a < 1\). If \(a > 1\), then inequality (32) is reversed.

Easily numerical calculation reveals that for \(x \in [1, \infty)\) and \(0 < a < 1\) the
right hand side inequalities in (32) and (8) and inequality (11) are not included each other. Under the conditions \(1 < a < 2\) and \(x \geq 1\) the reversed inequality
(32) and inequalities (12) and (13) are not included each other.

As a straightforward consequence of combining Theorem 1.2 and Theorem 1.3, the following refinement of the upper bound in inequality (18) is established.

**Theorem 1.4.** Let \(x \in (0, \infty)\). If \(0 < a < 1\), then

\[
(33) \quad \left(\frac{x}{x+a}\right)^{1-a} < \frac{\Gamma(x+a)}{x^a \Gamma(x)} < \begin{cases}
\frac{\Gamma(a+1)}{a^a} \left(\frac{x}{x+a}\right)^{1-a} \leq 1, & 0 < x \leq \frac{ap(a)}{1-p(a)}, \\
1, & \frac{ap(a)}{1-p(a)} < x < \infty,
\end{cases}
\]

where

\[
(34) \quad p(x) = \begin{cases}
\left[\frac{x^a}{\Gamma(x+1)}\right]^{1/(1-x)}, & x \neq 1, \\
e^{-\gamma}, & x = 1.
\end{cases}
\]

If \(a > 1\), the reversed inequality of (33) holds.

**Remark 7.** The graph of the function \(\frac{ap(a)}{1-p(a)}\), pictured by Mathematica 5.2, shows that it is an increasing function from \((0, \infty)\) to \((0, \infty)\).

Finally, as a by-product, the logarithmically complete monotonicity of the function \(p(x)\) defined by (34) is presented as follows.

**Theorem 1.5.** \(p(x) \in \mathcal{L}([0, \infty])\) with \(\lim_{x \to 0+} p(x) = 1\) and \(\lim_{x \to \infty} p(x) = \frac{1}{e}\).

**Remark 8.** From Theorem 1.5, it is deduced easily that

\[
(35) \quad \frac{x}{e} < \frac{x}{\Gamma(x)^{1/(x-1)}} \leq \frac{e^{-\gamma}}{x}
\]

for \(x \in [1, \infty)\), which improved inequality (4.1) in [2, Theorem 2] and inequality (1.6) in [7, Theorem 1.5] partially.

Further, if taking \(x = n + 1\) in (35), then

\[
(36) \quad e^{-n}(n+1)^n < n! \leq e^{-\gamma n}(n+1)^n
\]

holds for \(n \in \mathbb{N}\), which is related to the well known Stirling’s formula [1, 16, 27, 45, 46].

**Remark 9.** For more information on the history and background of this topic, please refer to [31, 32, 35, 37] and the related references therein.
2. Proofs of theorems

It is well-known that, for \( x > 0 \) and \( \omega > 0 \),
\[
\frac{1}{x^\omega} = \frac{1}{\Gamma(\omega)} \int_0^{\infty} t^{\omega-1} e^{-xt} \, dt,
\]
and that, for \( k \in \mathbb{N} \) and \( x > 0 \),
\[
\psi(x) = \ln x + \int_0^{\infty} \left( \frac{1}{u} - \frac{1}{1 - e^{-u}} \right) e^{-xu} \, du,
\]
\[
\psi^{(k)}(x) = (-1)^{k+1} \int_0^{\infty} \frac{t^k}{1 - e^{-t}} e^{-xt} \, dt.
\]
Moreover, as \( x \to \infty \), the following asymptotic formula holds:
\[
x^{b-a} \frac{\Gamma(x + a)}{\Gamma(x + b)} = 1 + \frac{(a - b)(a + b - 1)}{2x} + O\left(\frac{1}{x}\right),
\]
where \( a \) and \( b \) are two constants.

It is remarked that formulas (37), (38), (39) and (40) can be found in [1, p. 257 and p. 259] and [27, 30, 33, 36, 38, 39, 40, 45, 46].

Proof of Theorem 1.1. Taking logarithm of \( g(x) \) leads to
\[
\ln g(x) = \frac{\ln \Gamma(x + 1) + \ln \Gamma(1/2) - \ln \Gamma(x + 1/2) - \ln 2}{x - 1}
\]
\[
= \frac{\ln \Gamma(x + 1) - \ln 2}{x - 1} - \frac{\ln \Gamma(x + 1/2) - \ln \Gamma(1/2)}{x - 1}
\]
\[
= \frac{\ln \Gamma(x + 1) - \ln \Gamma(1 + 1)}{x - 1} - \frac{\ln \Gamma(x + 1/2) - \ln \Gamma(1 + 1/2)}{x - 1}
\]
\[
= \frac{1}{x - 1} \int_1^x \psi(u + 1) \, du - \frac{1}{x - 1} \int_1^x \psi\left(u + \frac{1}{2}\right) \, du
\]
\[
= \frac{1}{x - 1} \int_1^x \left[ \psi(u + 1) - \psi\left(u + \frac{1}{2}\right) \right] \, du
\]
\[
= \frac{1}{x - 1} \int_1^x \int_0^1 \psi'(u + t) \, dt \, du
\]
\[
= \int_{1/2}^1 \left[ \frac{1}{x - 1} \int_0^x \psi'(u + t) \, du \right] \, dt
\]
\[
= \int_{1/2}^1 \int_0^1 \psi'((x - 1)u + t + 1) \, du \, dt
\]
and, for \( k \in \mathbb{N} \),
\[
(-1)^k [\ln g(x)]^{(k)} = \int_{1/2}^1 \int_0^1 u^k \left[ (-1)^k \psi^{(k+1)}((x - 1)u + t + 1) \right] \, du \, dt \geq 0
\]
by considering formula (39). This means \( g(x) \in \mathcal{C}\left([\frac{1}{2}, \infty)\right)\).
By L'Hospital's rule and formula (38), it is deduced that
\[
\lim_{x \to \infty} \ln g(x) = \lim_{x \to \infty} \left[ \psi(x + 1) - \psi\left(x + \frac{1}{2}\right) \right] \\
= \lim_{x \to \infty} \ln \frac{x + 1}{x + 1/2} + \lim_{x \to \infty} \int_0^\infty \left( \frac{1}{u} - \frac{1}{1 - e^{-u}} \right) (e^{-u} - e^{-u/2}) e^{-xu} \, du = 0,
\]
which can be restated as \(\lim_{x \to \infty} g(x) = 1\).

It is easy to see that
\[
\lim_{x \to -\frac{1}{2}^+} \ln g(x) = \infty \quad \text{and} \quad \lim_{x \to \frac{1}{2}^+} g(x) = \infty.
\]

The proof of Theorem 1.1 is complete. \(\square\)

**Proof of Theorem 1.2.** Using the differences equation \(\Gamma(x + 1) = x\Gamma(x)\) and taking limit directly gives
\[
\lim_{x \to 0^+} h_a(x) = \lim_{x \to 0^+} \frac{\Gamma(x + a + 1)}{(x + a)^a \Gamma(x + 1)} = \frac{\Gamma(1 + a)}{a^a}.
\]

Using the asymptotic expansion (40) yields
\[
h_a(x) = \frac{\Gamma(x + a + 1)}{(x + a)^a \Gamma(x + 1)} = \left(1 + \frac{a}{x}\right)^{-a} \left[1 + \frac{a(a + 1)}{2x} + O\left(\frac{1}{x}\right)\right] \to 1
\]
as \(x \to \infty\), which means \(\lim_{x \to \infty} h_a(x) = 1\).

Taking logarithm of \(h_a(x)\), differentiating with respect to \(x\) successively and utilizing formulas (37) and (39) leads to
\[
\ln h_a(x) = (1 - a) \ln(x + a) + \ln \Gamma(x + a) - \ln \Gamma(x + 1)
\]
and, for \(n \in \mathbb{N}\) and \(n > 1\),
\[
[\ln h_a(x)]^{(n)}
= (1 - a) \frac{(-1)^{n-1}(n-1)!}{(x + a)^n} + \psi^{(n-1)}(x + a) - \psi^{(n-1)}(x + 1)
= (-1)^n \left[ (a - 1) \frac{(n-1)!}{(x + a)^n} + (-1)^n \psi^{(n-1)}(x + a) - (-1)^n \psi^{(n-1)}(x + 1) \right]
= (-1)^n \left\{ \int_0^\infty (a - 1) e^{-(x+a)t} t^{n-1} \, dt + \int_0^\infty \left[ e^{-(x+a)t} - e^{-(x+1)t} \right] \frac{t^{n-1}}{1 - e^{-t}} \, dt \right\}
= (-1)^n \left\{ \int_0^\infty \frac{e^{-(x+a)t} t^{n-1}}{1 - e^{-t}} \left[ (a - 1)(1 - e^{-t}) + 1 - e^{(a-1)t} \right] dt \right\}
= (-1)^n \int_0^\infty e^{-(x+a)t} t^{n-1} \frac{r(t)}{1 - e^{-t}} \, dt.
\]
It is clear that
\[
r'(t) = (a - 1)e^{-t}(1 - e^{at})
\]
and \( r(0) = 0 \). Therefore, the function \( r(t) \) is non-positive for \( a > 1 \) and \( r(t) \geq 0 \) for \( 0 < a < 1 \). As a result, \((-1)^n[\ln h_a(x)]^{(n)} \leq 0\) for \( a > 1 \) and \((-1)^n[\ln h_a(x)]^{(n)} \geq 0\) for \( 0 < a < 1\).

By formula (38), it is easy to see that
\[
[\ln h_a(x)]' = \frac{1-a}{x+a} + \psi(x+a) - \psi(x+1) \\
= \frac{1-a}{x+a} + \ln \frac{x+a}{x+1} + \int_0^\infty \left( \frac{1}{t} - \frac{1}{1-e^{-t}} \right) (e^{-at} - e^{-t}) e^{-xt} dt \\
\to 0
\]
as \( x \to \infty \). Since \([\ln h_a(x)]'\) is decreasing for \( a > 1 \) and increasing for \( 0 < a < 1 \), then \([\ln h_a(x)]' \geq 0\) for \( a > 1 \) and \([\ln h_a(x)]' \leq 0\) for \( 0 < a < 1 \).

Summing up, for any positive integer \( k \in \mathbb{N} \), if \( a > 1 \) then \((-1)^k[\ln h_a(x)]^{(k)} \leq 0\), if \( 0 < a < 1 \) then \((-1)^k[\ln h_a(x)]^{(k)} \geq 0\). The proof of Theorem 1.2 is complete.

**Proof of Theorem 1.3.** Applying (40) reveals
\[
f_a(x) = \frac{\Gamma(x+a)}{x^a \Gamma(x)} = 1 + \frac{a(a-1)}{2x} + O \left( \frac{1}{x} \right) \to 1
\]
as \( x \to \infty \) for \( a \in (0, \infty) \).

From
\[
f_a(x) = \frac{x^{1-a} \Gamma(x+a)}{\Gamma(x+1)},
\]

it follows that
\[
\lim_{x \to 0^+} f_a(x) = \begin{cases} 
\infty, & a > 1, \\
0, & 0 < a < 1.
\end{cases}
\]

Taking logarithm of \( f_a(x) \) and differentiating yields
\[
\ln f_a(x) = \ln \Gamma(x+a) - a \ln x - \ln \Gamma(x)
\]
and, by (37) and (39) for \( n > 1 \),
\[
(-1)^n[\ln f_a(x)]^{(n)} = (-1)^n \left[ \psi^{(n-1)}(x+a) - \psi^{(n-1)}(x) - a \frac{(-1)^{n-1}(n-1)!}{x^n} \right]
\\
= \int_0^\infty (e^{-(x+a)t} - e^{-xt}) \frac{t^{n-1}}{1-e^{-t}} dt + \int_0^\infty ae^{-xt} t^{n-1} dt \\
= \int_0^\infty \frac{t^{n-1}}{1-e^{-t}} [e^{-at} - 1 + a(1-e^{-t})] e^{-xt} dt \\
\triangleq \int_0^\infty \frac{t^{n-1}}{1-e^{-t}} s(t) e^{-xt} dt.
\]

It is clear that \( s(0) = 0 \) and
\[
s'(t) = a[1 - e^{(1-a)t}] e^{-t}.
\]
Thus, standard argument gives
\[
\begin{cases}
  s(t) \geq 0, & a > 1, \\
  s(t) \leq 0, & 0 < a < 1.
\end{cases}
\]
This implies
\[
(-1)^n [\ln f_a(x)]^{(n)} \begin{cases}
  \geq 0, & a > 1, \\
  \leq 0, & 0 < a < 1.
\end{cases}
\]

Since
\[
[\ln f_a(x)]' = \psi(x + a) - \psi(x) - \frac{a}{x}
\]
\[
= \int_0^\infty \left( \frac{1}{t} - \frac{1}{1 - e^{-t}} \right) (e^{-at} - 1) e^{-xt} \, dt + \ln \left( 1 + \frac{a}{x} \right) - \frac{a}{x} \to 0
\]
as \(x \to \infty\) and the function \([\ln f_a(x)]'\) is increasing for \(a > 1\) and decreasing for \(0 < a < 1\), then
\[
[\ln f_a(x)]' \begin{cases}
  \leq 0, & a > 1, \\
  \geq 0, & 0 < a < 1.
\end{cases}
\]

In a word, for \(k \in \mathbb{N}\), it follows that
\[
(-1)^k [\ln f_a(x)]^{(k)} \begin{cases}
  \geq 0, & a > 1, \\
  \leq 0, & 0 < a < 1.
\end{cases}
\]

The proof of Theorem 1.3 is complete.

\[\square\]

\textit{Proof of Theorem 1.4.} As a direct consequence of Theorem 1.2, a double inequality is obtained: For \(0 < a < 1\) and \(x > 0\),
\[
\left( \frac{x}{x + a} \right)^{1-a} \frac{\Gamma(x + a)}{x^a \Gamma(x)} < \frac{\Gamma(a + 1)}{a^a} \left( \frac{x}{x + a} \right)^{1-a}.
\]
For \(a > 1\) and \(x > 0\), the double inequality (41) is reversed.

As an easy consequence of Theorem 1.3, an inequality is deduced: For \(0 < a < 1\), inequality
\[
\frac{\Gamma(x + a)}{x^a \Gamma(x)} < 1
\]
is valid in \(x \in (0, \infty)\). For \(a > 1\), inequality (42) reverses.

It is a standard argument that
\[
\frac{\Gamma(a + 1)}{a^a} \left( \frac{x}{x + a} \right)^{1-a} \leq 1
\]
if and only if
\[
0 < x \leq \frac{ap(a)}{1 - p(a)}
\]
for \(0 < a < 1\). The proof of Theorem 1.4 is complete.

\[\square\]
Proof of Theorem 1.5. From the differences equation \( \Gamma(x + 1) = x\Gamma(x) \), it follows easily that

\[
(43) \quad \psi(x + 1) - \psi(x) = \frac{1}{x}
\]

for \( x > 0 \). Taking logarithm of \( p(x) \) and utilizing (43) gives

\[
\ln p(x) = \frac{x\ln x - \ln \Gamma(x + 1)}{1 - x}
\]
\[
= \frac{\ln \Gamma(x + 1) - \ln \Gamma(1 + 1)}{x - 1} - \frac{x\ln x - 1\ln 1}{x - 1}
\]
\[
= \frac{1}{x - 1} \int_1^x \psi(u + 1) \, du - \frac{1}{x - 1} \int_1^x (1 + \ln u) \, du
\]
\[
= \frac{1}{x - 1} \int_1^x [\psi(u + 1) - \ln u] \, du - 1
\]
\[
= \frac{1}{x - 1} \int_1^x \left[ \psi(u) - \ln u + \frac{1}{u} \right] \, du - 1
\]
\[
= \frac{1}{x - 1} \int_1^x \Psi(u) \, du - 1
\]
\[
= \int_0^1 \Psi((x - 1)u + 1) \, du - 1.
\]

Formulas (37) and (38) imply that

\[
\Psi(x) = \psi(x) - \ln x + \frac{1}{x} = \int_0^\infty \left[ \frac{e^u - 1 - u}{u(e^u - 1)} \right] e^{-xu} \, du.
\]

Since \( e^u - 1 - u > 0 \) for \( u \in (0, \infty) \), then \( \Psi(x) \in \mathcal{C}((0, \infty)) \). Therefore, for \( k \in \mathbb{N} \),

\[
(-1)^k [\ln p(x)]^{(k)} = \int_0^1 u^k [(-1)^k \Psi^{(k)}((x - 1)u + 1)] \, du \geq 0.
\]

This means \( p(x) \in \mathcal{C}([0, \infty)) \).

The L'Hôpital's rule and formulas (38) and (43) yield

\[
\lim_{x \to \infty} \ln p(x) = \lim_{x \to \infty} \frac{x\ln x - \ln \Gamma(x + 1)}{1 - x}
\]
\[
= \lim_{x \to \infty} [\psi(x + 1) - (1 + \ln x)]
\]
\[
= \lim_{x \to \infty} \left[ \psi(x) - \ln x + \frac{1}{x} \right] - 1
\]
\[
= \lim_{x \to \infty} [\psi(x) - \ln x] + \lim_{x \to \infty} \frac{1}{x} - 1
\]
\[
= -1.
\]

Thus, it follows easily that \( \lim_{x \to \infty} p(x) = \frac{1}{e} \).
It is clear that \( \lim_{x \to 0^+} \ln p(x) = 0 \). Hence, the limit \( \lim_{x \to 0^+} p(x) = 1 \) follows. The proof of Theorem 1.5 is complete.

Acknowledgements. The authors would like to heartily express many thanks to the anonymous referees for their crucial comments on the original version of this paper.

References


FENG QI
COLLEGE OF MATHEMATICS AND INFORMATION SCIENCE
HENAN UNIVERSITY
KAIFENG CITY, HENAN PROVINCE, 475001, CHINA;
RESEARCH INSTITUTE OF MATHEMATICAL INEQUALITY THEORY
HENAN POLYTECHNIC UNIVERSITY
JIAOZUO CITY, HENAN PROVINCE, 454010, CHINA
E-mail address: qifeng618@gmail.com, qifeng618@hotmail.com, qifeng618@qq.com

DA-WEI NIU
COLLEGE OF INFORMATION AND BUSINESS
ZHONGYUAN UNIVERSITY OF TECHNOLOGY
ZHENGZHOU CITY, HENAN PROVINCE, 450007, CHINA
E-mail address: nndww@gamil.com, nndww@hotmail.com, nndww@163.com

JIANG CAO
DEPARTMENT OF MATHEMATICS
EAST CHINA NORMAL UNIVERSITY
SHANGHAI CITY, 200241, CHINA
E-mail address: 21caojian@163.com, goodfriendforeve@163.com

SHOU-XIN CHEN
COLLEGE OF MATHEMATICS AND INFORMATION SCIENCE
HENAN UNIVERSITY
KAIFENG CITY, HENAN PROVINCE, 475001, CHINA
E-mail address: chensx@henu.edu.cn