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Abstract

This paper presents a new association mining algorithm that uses two phase sampling for shortening the execution
time at the cost of precision of the mining result. Previous FAST (Finding Association by Sampling Technique) algorithm
has the weakness in that it only considered the frequent 1-itemsets in trimming/growing, thus, it did not have ways of
considering mulit-itemsets including 2-itemsets. The new algorithm reflects the multi-itemsets in sampling transactions. It
mmproves the mining results by adjusting the counts of both missing itemsets and false itemsets. Experimentally, on a
representative synthetic database, the algorithm produces a sampled subset of results with an increased accuracy in terms
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of the 2-itemsets while it maintains the same quality of the data set.

Keywords: data mining, association rule mining, random sampling

I. Introduction

Association mining finds association relations
among data items in transactions of a large database.
Suppose a database D is analyzed that includes N

customer transactions ¢, t, --- ¢ty of a departmental

store. Each transaction t]. consists of a subset of
items 7= {4, i, ‘-,t,,}, and the mining reports some
tendency of customers to buy particular items
simultaneously when they do shopping. Among the

items appearing together in the transactions, only
those occurring more than some threshold ratio (called
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called frequent
patterns are of interest, thus, the mining problem

support) to overall transactions

focuses at finding such frequent itemsets. The 1ssues

58 include reducing the

of frequent pattern mining
database scanning times since the transactional
database 1s usually stored in the disk and scanning
the disk data 1s too costly. In addition, it's attempt to
reduce the search space 1s more important since every
subset of I can be frequent and the number of the
frequent 1tems 1s exponential to the size of 1.

This research focuses on finding frequent patterns
quickly by successive sampling of transaction
database. The method
previous FAST (Finding Association by Sampling
Technique) algorithm” with IFAST" (Improved

FAST) algorithm to get better association mining in a

adopts a combination of

short time.

II. Previous research
Apriori? and its dialect algorithms find the
associations In a straightforward manner by

successively growing mulfi-itemsets from 1-itemsets
that appear frequently above some rate. However,
they requre multiple iterations to prune candidate
itemsets in the search, thus, the computing time is
long. Other algorithms such as FP-growth algorithms
%8 have been suggested that avoid multiple scanning
of the data base by devising some data structures to
remember candidate items in determining multi-items
without scanning the data base further.

To find the association in a sampled data base is
known a quick and simple way of data mining.
However, since 1t does not go through a through
analysis of database in selecting frequent itemsets,
some erroneous itemsets are included in the sampled
set. Thus, the problems of minimizing both false
itemsets that should not appear and missing itemsets
that the algorithm fails to find must be resolved. To
remove false data sets and to collect precise itemsets
needs more computational effort, resulting in the
tradeoff in precision and computing cost.
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2.1 FAST algorithm

FAST algorithm” selects a limited number of
transactions that represent overall database to draw
frequent itemsets in a short time. It produces the set
of transactions by repeatedly removing outliers from
each set of k disjoint sets of the database, where & is
some integer constant. An outlier transaction is the
one resulting in the least discrepancy (with the
smallest distance) from S to S, when it is removed

In this process, a distance measure Dist; can be used
in terms of the frequent 1-itemsets defined as

|L1(S) _L1(So)|+|L1 (SO) “Ll (S)l
1L, (S)1+1Z, (S)]

Dist,(S,,8) = (1)
Here L,(S) 1s the set of ffequent 1-itemsets of the
L, (5))
frequent 1-itemsets of the reduced (sampled) set. The

measure tells the symmetric difference of the two sets
S and §,. The quality of the reduced set, called

accuracy, 1s 1.0 when the two sets are identical, and

original database S, whereas represents

decreases as they differ, as defined below:

1L(8) — L{S)I+IL(S,) — L(S)]
ILUSHIHIL(S))]

(2)

accurary =1 —

In practical implementation, FAST uses either
where trimming
removes outliers from the total samples until the

trimming or growing strategy,

representative set reaches at a given population as

1[2], however, growing starts from k

given 1n Table
most matched transactions and selects the next most
matched ones in a repeated manner until the total

count reaches at a given number.

1.

Table 1.

Eajy 2u2|E

Trimming algorithm.

Obtain a simple random sample S from D;

Compute f{A;Sp) for each for each AS1(S),
Set Sp=S;
while (]Sg] > n) {
Divide Sy into G disjoint groups of h transactions each,;
for each group G {
Compute f(A;Sy) for each AS11(So);
Set Sp=S; - {t*}, where Dist(S - {t*},S)
= minkegDist(So - {f},S)
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2.2 Improved FAST

FAST has produced a subset of the database with
the accuracy over 0.95, when the accuracy measure
accounts for only frequent 1-itemsets”. However, if
the accuracy measure were modified by including
frequent multi-itemsets and applied, FAST algorithm
would give a worse result than a random sampling, as

shown in Table 2, obtained by a straightforward
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ILQ (F) - Lgf (t)|
L, (F)]

Dzlstlﬁ(F,t) = (3)

Here, L, (F) is the set of frequent 2-itemsets of the
database F and L, (t) is the set of 2-itemsets of
transaction t. To avoid the lengthy procedure of
finding 2-itemsets of the original database S, a
random sampled subset F' 1s used instead. Thus, those

experiment.

IFAST algorithm[4] 1s developed to improve the
algonithm by taking into account not only frequent
1-itemsets but also 2-itemsets in trimming/growing
process. The algorithm uses a new distance measure

ts with larger Dist; due to having a number of

2-itemsets not included in L,(F) are more likely

outlier transactions to be removed in the trimming.

OI. New algorithm
Dist ;  together with Dist; m removing outlier

transactions from the database, defined as below: While IFAST generates a sampled subset that

better preserves frequent multi-itemsets as intended,

kHl
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it loses in tum the accuracy due to having poor
frequent 1-itemsets. This is because 1t introduces both

missing 1-itemsets and false 1-itemsets. We change

Table 2. Accuracy of frequent itemsets by random
sample and FAST.

Random FAST the algorithm by modifying IFAST to have fewer
sampling missing itemsets and allow some false itemsets in
accuracy of 1-itemsets 0.860 0.995 choosing outliers. The new algorithm employs a
accuracy of 2-itemsets 0.500 0.461 modified measure of Dist L and selects more

transactions that preserve frequent 1-itemsets (with a

E 3 HEIARE HAste MzER €i2[F

Table 3. New algorithm to remove outliers.

{Compute the support of each item A f(4;5), A€ (9);

Find frequent two-itemsets LQ(F) by random sampling of S.
Sy =95';
while (1S,|> n) {
1. Partition S, into X (=|S,|/k) equal-sized groups;
2. In each group at a time {
2.1. Compute support f(4;S,), ASL(S,);
2.2a if ((step % (3) 1= 1)
2.2a-1. Find a transaction having minimum distance Dist,(S,~ t, S)

/* Let the transaction be t* */
2.2b else

2.2b-1. Find a transaction having maximum distance Dist,, (F,t).

/* Let the transaction be t* */

2.3. Delete the transaction t* from S, (ie. S,= S,— {t*});
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certain frequency determined by a parameter ) than
IFAST only. Detailled procedure is summarized in
Table 3.

3.1 New distance measure L2

Previous distance measure Dist, only considers the

discrepancy due to mussing items in the transaction.
However, the discrepancy of two sets becomes also
significant if they have false itemsets. Thus, the
distance 1s revised as Dist 1:; by the following

formula:

Dist, (Fit)=

(4)

\L,' (F)—L," (t)l+a L’ (t)— L, (F)
\L, (FW 1L, ()]

L, (F) is obtained from the frequent 1-itemsets of
F which was a randomly sampled set of 5, and
L, (t) i1s the set of two itemsets included in the
transaction t. o reflects the weight of missing

I-itemsets to false 1-itemsets in computing Dist; '

Our experience tells that false itemsets degrade the
accuracy more than the missing ones as shown in
Table 4 (that shows a small number of false
1-itemsets induces a number of false multi-itemsets),

hence, we choose the value a to be greater than one.

3.2 Combination of FAST and [FAST algorithms
By the efforts to get better 2-itemsets and multi-
itemsets in the final subset, IFAST collects samples
favorable to frequent 2-1temsets. However, the quality
of 1-itemsets in turn degrades severely, resulting in
the poor accuracy of the result. Thus, we combine

E 4 T512DI00k CO[E{ol chet Ratgl MEBEZu
Aoz LiElt 2482 o 2ReS HY
Table 4. No. of missing items and false items in a
random sampled subset of T5.12.D100k.
missing items false items
1-1temsets 28 14
2-itemsets 7 87
3-itemsets 2 52
4-itemsets 0 15
b-1temsets 0 2
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Table 5. Combination of FAST and IFAST algorithm for
trimming. |
step = 0,

while (|Sp|>n) {

if (step % B '= 1) Run FAST;
else Run IFAST;
step++; }

FAST and IFAST in the trimming process as a
compromise. The relative ratio of applying the two
algorithms 1s controlled by the integer parameter 8 as
shown in Table 5. The following section reports the
result. |

To compare the different sampled sets, a measure
called the quality is defined. The index represents the
similarity of the core-set (sampled data set) in terms
of all frequent single and mulit-itemsets as defined
below:

quality(&', Sy) =
( ;V)x Zk][w;ﬂ—z)istn(s, So) H I,
m:im (5)

The best value of the qualify of 1.0 can be obtamned

for the perfect (ideal) sampling, and W,, the weight
for the similanity ofn-itemsets, 1s chosen as
W = % for simplicity.

IV. Experimental results and discussion

The algonithm was implemented on a computer
with AMD Athlon 1.83GHz CPU and 512MB main
memory. Input data were synthetically generated by
the method used in [1].

The charactenistics of the database are as follows: the
average number of items in a transaction is 5 (| Tlae=D),
the average number of potenhal frequent items 1s
1|av¢=2. The minimum support is chosen 0.77% as in [1].
The overall sizes and properties of the database adopted
in the experiments are listed in Table 6.
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Table 6. Properties of sets of transactions used In the
experiments.

Data T l D N
T25120D100kN1 | 25 20 100,000 1,000
T25I20D200kN1{ 25 20 200,000 1,000
T25120D300kNL | 25 | 20 | 300,000 | 1,000
T25120D400kN1 | 25 20 400,000 1,000
i“ . Quality versus sampling ratio(D=400,000) “ }
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Fig. 1. Quality of mining result in terms of sampling
ratio (D=400,000).
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Fig. 2. Comparison of execution times with the

accuracy of 0.95.

The amount of samples determines the quality of
the mining results. However, due to outlier removal
process, about less than 5% samples of the original
data delivers 9% quality in a reasonable time, as
shown in Figure 1 for FAST and IFAST. Figure 2
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compares the execution times (with the notation
“Comb”) of new algorithm with various inputs D
needed to FAST, IFAST, producing a given quality
result. IFAST is fastest, and the new method 1s in the
middle.

In Figure 3 we can observe the improvement of the
accuracy with respect to the frequent 2-itemsets in
the new algorithm. Various values of o from 1.0 to
2.0 are tested with a fixed value of 3 =2. The figure
shows the maximum mmprovement of 150% of the
algorithm compared to IFAST only.

Figures 4 and b plot the quality of the results with
various « and 8. With (o« ,5)=(1.6, 2) the proposed
algorithm delivers the best quality output.

From these experimental results, we are convinced
that the new algorithm returns better mining results
than the previous algorithms.

V. Conclusions

The new mining algorithm by sampling finds a
subset of original database that represents the overall
database with high accuracy so that the association
relationships of the data can be found in a short time.
The algorithm enhances the accuracy by determining
outhers reflecting both frequent 1-itemsets and
2-itemsets, and maintains the quality by the
combination of FAST and IFAST algorithms. Future
research will be the parallelization of the algorithm for
further speeding up the job, bringing the mining result
in a reasonable time even for a large-scale database
like a few Terabyte transactions.

References

[1] R. Agrawal and R. Srikant. “Fast algorithms for
mining association rules”. In Proc VLDB Conf,
1994, pp.487-49.

B. Chen, P. Haas, and P. Scheuermann, “A new
two—phase sampling based algorithm
discovering association rules”, SIGKDD, 2002.
J. Han, J. Pe;, and Y. Yin, "Mining frequent
patterns without candidate
SIGMOD, 2000.

[2]

for

[3]

generation’,

(160)

DA A

atol'd 74M XXXX 2

[4] M. Lee and D. Kim, “Modified association rule
mining based on two-stage data sampling’,
Procs. KISS (Korea Information Systems
Society) Conf on Parallel Processing System,
Vol. 16 No. 1, pp69-74, Jan. 2005.

G. Liy, H Liy, Y. Xu, and JX. Yu, “Ascending
frequency ordered prefix-tree: efficient mining of
frequent patterns”, Procs. DASFAA 200

I Pramudiono and M. Kitsuregawa, “Parallel
FP-growth on PC cluster’, In Proc 7th Pacific
Asia Conference on Knowledge Discovery and
Data Mining, pp. 467-473, 2003. |

R. Toivonen, “Sampling large databases for
association rules”, In Proc. VLDB Conf., 199%.
o]F3+ (M. Lee), Improved Association Rule
Mining Based on FAST(Finding Associations
from Sampled Transactions) Algorithm, master
thesis, Korea University, July, 2004.

6]

7]

8]



2008d 53 HX}

Okl

4 s 5®FY)

1978\ Mgt HAgy AL

1980 St ast AL ARF ST A AL

1988*3  University of Southern California
58 ghA}

19803 ~1983 A B i st A 72AL

1988t ~1989%3 University of Southern
California Post-doc 979

19891 ~1995\] ¥ &F W e = Hus

19959 ~ 8 A Zdn B Aus

<FHAFor HE duE EFYHLH HFHE

bloj & mfolyd>

’

X XA 7

(161)

o5 =2XA M 45 HCIHANI = 21

2 ¥ Ef(H3E )

2004 EiEw A7) dAE S SFAL
200613 mEoista A 7]E skt A AL
20060 ~ A HFAHEZH L

<FHBARE TS AFE, Holgutold, AR
B HSH>



