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ABSTRACT

The ID/password method is the most classical method among authentication techniques on the internet, and is performed more easily and successfully than other methods. However, it is a vulnerable method against attacks such as eavesdropping or replay attack. To overcome this problem, OTP technique is used. The most popular OTP is HOTP algorithm, which is based on one-way hash function SHA-1. As recent researches show the weakness of the hash function, we need a new algorithm to replace HOTP. In this paper we propose a new OTP algorithm using the MAC (Message Authentication Code) based on AES. We also show that the new OTP outperforms HOTP experimentally.
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1. INTRODUCTION

User authentication techniques on the internet can be classified into authentication by certificate and authentication by ID/password. Authentication by ID/password is the most classical method, which depends on the user’s memory. The ID/password method is performed more easily and successfully than other methods, but it is vulnerable against attacks such as eavesdropping or replay attack. To overcome the weakness of ID/password method, OTP (One-Time Password) technique has been suggested and commercialized.

Recently HOTP (Hash–based One–Time Password) [1] was standardized by IETF. HOTP is an algorithm to generate one–time password based on HMAC–SHA–1 [2–4]. As, however, the weaknesses of the hash function are reported [5], we need a new algorithm to replace them.

In this paper we propose a new one—time password algorithm (called AES–OTP), based on AES (Advanced Encryption Standard) [6,7]. AES algorithm is a safe block encryption algorithm and has been accepted as a standard. Our algorithm utilizes primitives such as CBC–MAC [8], CMAC [9] and XCBC–MAC [10], which use AES instead of HMAC. We implement our new algorithm and the existing HOTP algorithm in both software and hardware, and compare their performances on a PC, various embedded environments and FPGA. Experimentally, AES–OTP shows better performance than HOTP.

This paper is organized as follows. We introduce HOTP and AES–based MAC in Section 2 and describe a new algorithm in Section 3. In Section 4, we give our experimental environments and results. Finally, we conclude with some remarks.
2. PRELIMINARIES

In this section, we give brief introduction for HMAC and AES-based MAC.

2.1 HMAC (Hash Message Authentication Code)

HMAC [11] is a process of message authentication using cryptographic hash functions and a shared secret key between server and client. Cryptographic hash functions used as iterating a basic compression function, usually MD5 or SHA-1, that are applied on each block of data. Any iterative cryptographic hash functions may be used in HMAC, and HMAC can be classified by these different realizations, HMAC-MD5, HMAC-SHA1, and so on.

Let $H$ be an iterative cryptographic hash function where data is hashed by iterating a basic compression function on blocks of data, and $K$ be a secret key. We denote by $B$ the byte-length of such blocks and by $L$ the byte-length of hash output. $B$ is 64 for most of the hash functions and $L$ is defined by the characteristic of the selected hash function, e.g., $L = 16$ for MD5, and $L = 20$ for SHA-1. The secret key $K$ can be of any length between $L$ and $B$. If $K$ is longer than $B$, we hash the key using $H$ and use $L$-bit output as a new key value. Let $K'$ be a $B$ byte string created by padding an adequate number of zeros to the end of $K$. Then Figure 1 shows HMAC over the original data $M$.

$$HMAC(M) = H((K \oplus \text{ipad}) || H((K' \oplus \text{ipad}) || M)),$$

where,

- $\text{ipad} =$ the byte 0x36 repeated $B$ times
- $\text{opad} =$ the byte 0x5C repeated $B$ times

Fig. 1. Progress of HMAC, where, $\oplus$ is bitwise XOR and $||$ is concatenation.

2.2 AES

We describe AES block-encryption algorithm. Figure 2 shows AES encryption process. It generates initial round key stream, 9 repetition rounds and a final round. Each round consists of SubByte, ShiftRow, MixColumn and AddRoundKey transformations except the final round. The final round performs the same as the other round except the MixColumn transformation. Each operation is as follows:

i) SubByte operation substitutes independently and non-linearly one byte on each state. The table for substitution is called S-box. In the finite field $GF(2^8)$, multiplicative inverse is composed of mapping $x \rightarrow x^{-1}$ and affine transformation.

ii) ShiftRow operation exchanges the position of each byte in the state, without value modification.

iii) MixColumn transformation considers a row of state as polynomial on $GF(2^4)$ and performs the following formula, $b(x) = c(x) \otimes a(x)$.

iv) Finally, AddRoundKey adds round key to all bytes of the states, and performs EXOR operation.

![Fig. 2. AES encryption process](image-url)
2.3. MAC based on AES

2.3.1 CBC–MAC

MAC is generated using a 128 bit key and message of random length. CBC–MAC generation process is shown in Figure 3. Input message is divided into n blocks, (M[1], ..., M[n]) of 128 bit length. If the length of M[n] is not 128 bits, pad (10i) to make it to 128 bits. We encrypt the message with the input key by CBC mode. The final block of encrypted message is used as MAC.

2.3.2 CMAC

CMAC consists of two parts, generating Sub–Key and MAC. Two Sub–Keys (K1, K2) are used in CMAC. K1 and K2 are used to operation when the last message is going to encrypt. Two Sub–Keys are defined in Figure 4. First, set R to \(0^{128}100000111\) and L to \(E_{key}(0^{128})\). If the most significant bit of L is 0, set K1 to 1-bit left–shifted L value. If the most significant bit of L is 1, K1's value is the result of exclusive–or operation of 1-bit left–shifted L value and R. If the most significant bit of K1 is 0, K2 is defined as 1-bit left–shifted K1. Otherwise, K2 is defined as the result of exclusive–or operation of 1-bit left–shifted K1 and R.

The stage of generating MAC has basically the same structure as that of CBC–MAC. Figure 5 shows the process of generating CMAC.

The details are as follows: Divide input message into n blocks of size 128 bits, and encrypt the first \((n-1)\) blocks by CBC mode. If the size of the last block is 128 bits, encrypt the result of EXOR operation of K1, the \(n_{th}\) block, and the result of encrypting the first \((n-1)\) blocks, and use it as MAC [Fig 5–(a)]. If the size of the \(n_{th}\) block is smaller than 128 bits, pad \((10^i)\) to make it to 128 bits, and then encrypt the result of EXOR operation block and K2, and use it as MAC [Fig 5–(b)].

2.3.3 XCBC–MAC

XCBC–MAC is also based on CBC–MAC. XCBC–MAC consists of two parts, generating Sub–Key and MAC. XBC–MAC uses three Sub–Keys (K1, K2, and K3). K1 is used as a key in the process of block encryption, K2 and K3 are used in EXOR operation when encrypting final message. Three Sub–Keys are defined in Figure 6.
\[ K_1 = \text{Encrypt}(\text{ConstA}) \]
\[ K_2 = \text{Encrypt}(\text{ConstB}) \]
\[ K_3 = \text{Encrypt}(\text{ConstC}) \]

Fig. 6. Sub-Keys of XCBC-MAC

Generating MAC has the same structure as CBC-MAC. Figure 7 shows the development of XCBC-MAC. Developing process of XCBC-MAC is the same as that of CMAC, except using \( K_1 \) for AES’s input key, \( K_2 \) and \( K_3 \) instead of CMAC’s \( K_1 \) and \( K_2 \), respectively.

3. OTP ALGORITHMS BASED ON HMAC AND AES

In this section we describe HOTP algorithm based on HMAC and AES-OTP algorithm based on various AES-based MACs.

3.1 Generating OTP based on HMAC

HOTP is the one-time password generating algorithm based on HMAC-SHA-1. Inputs are a key of random length and 64-bit counter. The output is 6~8-digit decimal numbers.

HOTP consists of three steps.

**Step 1. Generate HMAC value.**

\[ \text{HS} = \text{HMAC-SHA-1}(\text{Key, Counter}) \]

Key is a shared secret key between client and server, and Counter is 8-byte counter value of the moving factor. This counter MUST be synchronized between client and server. Calculate HS value that is a 20-byte string.

**Step 2. Dynamic Truncation**

\[ \text{int offset} = \text{HS}[19] & \ 0x0F \]
\[ \text{DWORD P} = \text{HS[offset]} \ldots \text{HS[offset+3]} \]
\[ \text{SNum} = P \ & \ 0x7FFFFFFF \]

Let offset be the low-order 4 bits of HS[19]. Generate a double word P from 4-byte of HS. Return the last 31 bits of P.

**Step 3. Calculate HOTP value.**

\[ \text{HOTP} = \text{SNum} \mod 10^{6\text{Digit}} \]

HOTP is obtained as a congruent to SNum modulo \( 10^{\text{Digit}} \) and is an integer in the range of 0 and \( 10^{\text{Digit}} \).

3.2 Generating OTP based on various AES-based MAC

The AES-OTP algorithms get a key and a counter as inputs, and produce an integer smaller than \( 10^{\text{Digit}} \).

**Input :**

- Key - a key, same size to AES’s input key.
- Counter - a counter, size of 8 byte.

**Output :**

- OTP - integer smaller than \( 10^{\text{Digit}} \)

The generation of OTP using AES-OTP algorithm consists of 3 steps.

**Step 1. Generate AES-MAC value**

\[ \text{HS := AES-MAC (K,C)} \]

As described in the previous section, AES-
CBC-MAC, AES-CMAC, and AES-XCBC-MAC can be used for AES-MAC. HS is a value of 16 bytes (128 bits).

**Step 2. Dynamic Truncation**

Let \( i \) be the result on the 8 least significant bits of \( \text{HS} \mod 23 \). Divide \( \text{HS} \) by 4 bits, and let \( P \) be the 8 blocks from the \( i_{th} \) block. SNum is defined as \( P \) of 31 bits, excluding the most significant bit of \( P \). (See Figure 8.)

### 4. EXPERIMENTAL RESULT

We implement the proposed AES-OTP and existing HTOP in software, and analyze the performances. For AES-OTP, we implement and experiment three MAC generation algorithms, CBC-MAC, CMAC and XCBC-MAC. The experimental environments are as follows.

**Environment 1 :** PC
- CPU - Intel Pentium IV 3.0 GHz
- Compiler - Microsoft Visual Studio 6.0

**Environment 2 :** Embedded System
- CPU - S3c2440A(ARM920T) 400 Mhz
- Compiler - arm-linux-gcc 2.95.3

**Environment 3 :** FPGA
- Language - VHDL
- Target Device - Xilinx Virtex-II Pro xc2vp30 FF986-6

**Environment 4 :** Microprocessor
- CPU - ATmega128 MCU(8Mhz) Atmel co.
- Compiler - C & Assembly Language

<table>
<thead>
<tr>
<th></th>
<th>Environment 1</th>
<th>Environment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOTP</td>
<td>3.054</td>
<td>21.82</td>
</tr>
<tr>
<td>AES-OTP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBC-MAC</td>
<td>1.089</td>
<td>5.34</td>
</tr>
<tr>
<td>CMAC</td>
<td>1.449</td>
<td>8.90</td>
</tr>
<tr>
<td>XCBC-MAC</td>
<td>1.973</td>
<td>11.44</td>
</tr>
</tbody>
</table>

Table 1 shows the experimental results on Environments 1 and 2. Both HOTP and AES-OTP take micro-sec time. AES-OTP shows about 1.5 ~ 4 times better performance than HTOP. This is caused by the operation time of CBC-MAC, CMAC and XCBC-MAC which takes much shorter time than HMAC. The differences in performance between the AES-OTPs are that CMAC needs to perform AES module 1 and 2 times more than XCBC-MAC and CBC-MAC, respectively.

Figure 9 shows the performances on throughput(Mbps) of various MAC modules implemented on FPGA. CBC-MAC, CMAC, and XCBC-MAC, are implemented based on AES using composite field GF((2^8)^2). The performance of AES-OTPs is much better than the OTPs based on MD5 and SHA-1. It also indicates that AES-based MACs show much better performance than hash based ones.

![Fig. 8. Dynamic Truncation](image)

![Fig. 9. Performance of various MAC modules using FPGA](image)
Figure 10 shows the comparisons of throughputs between C language implementation and Assembly language implementation on the 8 bit processor, ATmega128. The implementation of Assembly language is a direct conversion of the C code into a hand-written assembly code. Processing speed of AES-OTP is better than that of HOTP. When implemented in Assembly, the throughputs are much faster and it is easier to adapt on 8 bit MCU.

5. CONCLUDING REMARKS

In this paper we proposed the OTP algorithm based on AES block-encryption algorithm instead of HMAC. According to the experimental results, generating AES-based OTP is superior to using HOTP algorithm. The security of the OTP algorithms using AES-based MAC depends on that of the underlying AES cipher. We leave the analysis of the safety of OTP using AES-based MAC as future works.
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