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ABSTRACT

In this paper, we propose a dynamic keyed block encryption algorithm. Most existing encryption algorithms are designed such that the key is not changed. Therefore, they have a disadvantage that plaintext could be easily exposed by differential and linear cryptanalysis.

In the proposed algorithm, several key generators are designed, and a key generator is attached to the encryption procedure. After performing the encryption procedure, ciphertext and the initial key generating values are transferred to the receiver's key generator for decryption.

Through simulation, the proposed algorithm is verified to satisfy the requirements of real-time processing and proved to have a high strength. It can be applied to practical use.
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1. INTRODUCTION

With the rapid development of modern society, the security problem is becoming increasingly serious. In the fields of military, science, finance, and business, security is one of the most important aspects and many security algorithms were designed and implemented to protect these fields.

Typical encryption technologies have been focused on the security of data. However, due to the confusion and diffusion theory, various types of research are focused on authentication, data integrity and access control.

In the proposed algorithm, several key generators are designed, and a key generator is attached to the encryption procedure. When performing the encryption procedure, the initial values are transferred to the receiver's key generator for decryption.

The remainder of this paper is as follows. Section 2 presents the related studies; then, in section 3 our proposed block encryption algorithm and some backgrounds are presented, while section 4 shows the performance of the algorithm, and conclusions are presented in section 5.

2. RELATED STUDIES

2.1 Basic concept of cryptography

Nowadays, in the field of cryptography, there are two types of encryption systems: one is the symmetric algorithm and the other is the asymmetric algorithm.

A Symmetric algorithm is also called as a secret key algorithm or a single-key algorithm in which the encryption key and the decryption key are same. The algorithm requires that the sender and receiver agree on a key before they can securely communicate. The security of a symmetric algorithm rests in the key: divulging the key means that anyone could encrypt and decrypt messages.

Fig. 1 shows the Symmetric-key algorithm.

A Public-key algorithms is also called as an
asymmetric-key algorithm, it is designed such that the key used for encryption is different from that used for decryption. The decryption key cannot be calculated from the encryption key, and the encryption key can be made public. That is, a stranger can use the encryption key to encrypt a message; however, only a specific person with the corresponding decryption key can decrypt the message[1].

Fig. 2 shows the Public-key algorithm.

![Diagram of Public-key Algorithm](image)

### 2.2 Block encryption algorithm

This kind of algorithm can be divided into two categories: one is the stream cipher, which operates on the plaintext one bit at a time; the other is the block cipher, which is a kind of private key system and plaintext is encrypted one block at a time.

1. Data Encryption Standard (DES): It operates on 64-bit block of plaintext. After an initial permutation, the block is divided into two halves: a right half and a left half, each 32-bit long. Then there are 16 rounds of identical operations, called function F, in which the data are combined with the key. After the 16 rounds, the left and right halves are joined, and a final permutation ends the algorithm[1–8].

2. Triple DES: In order to resolve some vulnerabilities of DES, and to design one more powerful algorithm, triple-DES is proposed. This algorithm is designed to reinforce the security of DES. It is designed to use triple encryption with DES and combined with two keys or three keys. Triple DES with two keys is a relatively popular alternative to DES, but sometimes it may be more powerful to use three keys than two keys in the Triple-DES encryption algorithm[1,2,7].

3. AES: It was found to be a well-adjusted SPN (substitution permutation network) structure that can be made up for the existing ones. AES was a renowned system among the well-known different types of cryptosystems. It is deemed to be a fast and simple algorithm on various platforms. The input to the encryption and decryption algorithm is a single 128-bit block, and the key length can be independently specified to be 128, 192, or 256 bits. The 128-bit block is copied into a state array, which is modified at each stage of encryption or decryption. After the final stage, the state is copied to an output matrix[1–8].

4. SEED: This is a 128-bit block cipher designed by KISA (Korea Information Security Agency). The algorithm is an industrial association standard of Korea. It has the Feistel structure with 16 rounds and is strong against differential cryptanalysis and linear cryptanalysis.

5. Camellia: This is an encryption algorithm related to the Feistel structure. It has been applied favorably by several organizations. This algorithm uses an 18-round Feistel structure for 128-bit keys, and a 24-round Feistel structure for 192 and 256-bit keys, with additional input/output whitening and logical functions referred to as the FL function and the FL⁻¹ function inserted into every 6 rounds.

### 2.3 Strength

The performance of a block encryption algorithm is measured by the degree of stability.

The simplest attack is exhaustive cryptanalysis. In this attack, every possible key will be processed.
With the block ciphertexts encrypted using an n-bit key, and we can decrypt it by \( 2^{n/2} \) evaluations on an average.

In a block cipher algorithm, there are two types of most important attack methods, one is the differential cryptanalysis (DC) [9], and the other one is the Linear Cryptanalysis (LC) [10].

The basic idea of DC is to find two plaintexts \( x \) and \( x' \); if they satisfy \( x' = x \oplus a \), the result will be \( E(x') = E(x) \oplus b \). That is, if we find the event \( E(x') = E(x) \oplus b \), we will obtain the value of the corresponding ciphertext from the randomly chosen plaintext \( x' = x \oplus a \), it is a kind of chosen-plaintext attack.

LC is designed to make use of the probability of \( P[E(x) \in H_1 \mid x \in H_1] \) under two hyperplane conditions \( H_1 \) and \( H_2 \). That is, LC is a kind of known-plaintext attack that is used to evaluate the correlation between the event \( x \in H_1 \) and the event \( E(x) \in H_1 \) [10].

### 3. THE PROPOSED ALGORITHM

The proposed algorithm in this paper is focused on the symmetric key system as mentioned previously.

#### 3.1 Backgrounds of algorithm

1) F-function: It is one of the important elements in the block encryption algorithm. It is also designed to reduce the relationship between the input and the output.

2) S-Box: An S-Box is actually a basic component of a symmetric key algorithm. The strength of various Feistel structure algorithms and specifically their resistance to differential and linear cryptanalysis depend directly on the S-Boxes.

S-Boxes are a set of nonlinear lookup tables in encryption and decryption procedure; they are used to obscure the relationship between plaintext and ciphertext. An S-Box is a mapping of m-bit inputs to n-bit outputs, which is referred to as an m\( \times n \)-bit S-Box.

#### 3.2 Encryption algorithm

The proposed dynamic keyed encryption algorithm has several random key generators, and a key generator is attached to the encryption procedure. After performing the encryption procedure, ciphertext and the initial key generating values are transferred to receiver’s key generator for decryption.

Fig. 3 shows structure of the proposed algorithm.

Notations of the operation are defined as follows:

- \( kw \): Sub-keys for whitening
- \( kr \): Sub-keys used in round functions
- \( \oplus \): Bitwise exclusive-OR operation

![Fig. 3. Structure of the proposed algorithm](image)

The entire process of the proposed encryption algorithm can be divided into three phases. In the beginning of the encryption, a 128-bit plaintext block operates XOR with 128-bit key (Fig. 3). In the second step, the XORed block is divided into four 32-bit blocks; then these blocks are XORed with the subkeys. In the third step, every two 32-bit blocks are attached to a round function, and the subkeys (\( kr_1 \), \( kr_2 \), \( kr_3 \), \( kr_4 \)) used in the round functions are also generated from the key generator.

The operations in round functions are as follows: the divided 32-bit blocks \( L_1 \) and \( R_1 \) are attached to the left round function as \( L_1 \), and \( R_1 \), respectively. In the first step, the left part block \( L_1 \), and the key \( kr_1 \), are attached the F-function for
operation, then, the result of this operation is XOR with the right part of the 32-bit block $R_l$. The second step is the same as the first step. The operations in the left round functions are performed as follows:

Fig. 4 shows the Round function.

![Fig. 4. Round function](image)

### 3.3 Key schedule

Key generators are used to generate subkeys dynamically for each round. The subkeys, S-Box and F function are operated to enhance the difficulty in decryption.

1) Sub-key generator: The generated subkeys are changed dynamically to reduce the relationship between the input blocks and the output blocks.

First, a 128-bit key is divided into four 32-bit blocks. We embed two random number generators $R_1$ and $R_2$ for the key schedule, then these blocks are XORed with two 32-bit blocks respectively.

The random number generators are as follows:

\[ R_1 = ((\text{input value} \times a) + c) \mod m \]
\[ R_2 = ((\text{input value} \times b) + c) \mod m \]

The 128-bit key is shown in Fig. 5, it is divided into four 32-bit blocks $X_1$, $X_2$, $X_3$, and $X_4$. In the first round, $X_1$ and $X_3$ are attached to the random number generators $R_1$ and $R_2$ respectively; then, the two output values are XORed with $X_2$ and $X_4$, respectively. After the first round, they are permuted in the intermediate step; with the result of this operation, the key schedule steps into the second round to make the same operation as in the first step. In order to make the random key more confidential and steady, we add four F-functions into the key schedule. All these operations are operated as follows:

\[ a_1 = X_1; \]
\[ a_2 = R_1(X_1) \oplus X_2; \]
\[ a_3 = X_3; \]
\[ a_4 = R_2(X_3) \oplus X_4; \]
\[ X_1' = F(a_2); \]
\[ X_2' = F(R_1(a_2) \oplus a_3); \]
\[ X_3' = F(a_4); \]
\[ X_4' = F(R_2(a_4) \oplus a_1); \]

![Fig. 5. Details of key schedule](image)

2) Round key: As showed in Fig. 3, three 128-bit round keys are generated by the key schedule. The first 128-bit round key is transferred to the execution procedure, and it is transferred to the key schedule again as a feedback key to generate the second 128-bit round key; the third 128-bit round key is also generated by the same method as the second step.

The first 128 bit round key is XORed with the plaintext; the second 128-bit round key is supplied for sub-keys $kw_1$, $kw_2$, $kw_3$, and $kw_4$ to encrypt with previous divided four parts. The third 128-bit round key is also divided into four parts $(kr_1, kr_2, kr_3, kr_4)$, which will be used in the round functions.

3) Random number generator: We designed several random number generators that are defined...
as follows:

\[ X_1 = ((a \times x_0) + c) \mod m \] (1)
\[ X_2 = ((a \times x_0) + c) \mod m \] (2)
\[ X_3 = ((a \times x_0) + x_0) \mod m \] (3)
\[ \vdots \]

Fig. 6 shows the procedure of initial key generation.

```java
public int SetRndNum(int X0, int num) {
    int Rem = 256;
    int a = 175;
    int c = 11220;
    int Xn = 0;
    switch(num) {
    case 1:
        Xn = ((a*X0)+c) % Rem;
        break;
    case 2:
        Xn = ((X0*X0)+c) % Rem;
        break;
    case 3:
        Xn = ((a*X0)+X0) % Rem;
        break;
    }
    return Xn;
}
```

```
public byte[] KeyGenerate(int X, int num) {
    int nRoot = 16;
    int Xn = X;
    byte[] Data = new byte[nRoot];
    for(int i=0; i<nRoot;i++)
    {
        Xn = SetRndNum(Xn, num);
        Data[i] = (byte)Xn;
    }
    return Data;
}
```

Fig. 6. Procedure of initial key generation

4) S-Box: Four S-Boxes are designed in an F-function to against the differential and linear cryptanalysis. The primitive polynomial \( a = x^8 + x^4 + x^3 + 1 \) [8] is used to generate the S-Box which is designed to have 8-bit input and 8-bit output.

Table 1 shows the S-Box1 embedded in an F-function.

Table 1. S-Box1

<table>
<thead>
<tr>
<th>X0</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>A3</td>
<td>D7</td>
<td>09</td>
<td>63</td>
</tr>
<tr>
<td>01</td>
<td>E7</td>
<td>2D</td>
<td>40</td>
<td>BA</td>
</tr>
<tr>
<td>02</td>
<td>D4</td>
<td>0F</td>
<td>02</td>
<td>AD</td>
</tr>
<tr>
<td>03</td>
<td>96</td>
<td>84</td>
<td>68</td>
<td>BA</td>
</tr>
<tr>
<td>04</td>
<td>99</td>
<td>BB</td>
<td>7B</td>
<td>06</td>
</tr>
<tr>
<td>05</td>
<td>55</td>
<td>B9</td>
<td>DA</td>
<td>05</td>
</tr>
<tr>
<td>06</td>
<td>53</td>
<td>C5</td>
<td>C0</td>
<td>A1</td>
</tr>
<tr>
<td>07</td>
<td>7F</td>
<td>92</td>
<td>B2</td>
<td>C1</td>
</tr>
<tr>
<td>08</td>
<td>67</td>
<td>FC</td>
<td>82</td>
<td>C3</td>
</tr>
<tr>
<td>09</td>
<td>62</td>
<td>7C</td>
<td>02</td>
<td>FF</td>
</tr>
<tr>
<td>10</td>
<td>7A</td>
<td>FF</td>
<td>E6</td>
<td>0E</td>
</tr>
<tr>
<td>11</td>
<td>7A</td>
<td>FF</td>
<td>E6</td>
<td>0E</td>
</tr>
<tr>
<td>12</td>
<td>7A</td>
<td>FF</td>
<td>E6</td>
<td>0E</td>
</tr>
<tr>
<td>13</td>
<td>7A</td>
<td>FF</td>
<td>E6</td>
<td>0E</td>
</tr>
<tr>
<td>14</td>
<td>7A</td>
<td>FF</td>
<td>E6</td>
<td>0E</td>
</tr>
<tr>
<td>15</td>
<td>7A</td>
<td>FF</td>
<td>E6</td>
<td>0E</td>
</tr>
</tbody>
</table>

5) F-function: Function F provides the elements of confusion in a Feistel cipher and is nonlinear. Its structure is showed in figure 7. X1, X2, X3, X4 are 8-bit values; k[t], k[f2], k[f3], and k[f4] are four subkeys generated from the key schedule. Four S-Boxes are designed in an F-function to resist the differential and linear cryptanalysis.

![Fig. 7. Structure of the F function](image)

3.4 Decryption

In the proposed algorithm, decryption can be operated in the same way as the encryption by reversing the order of processing. The initial values used for encryption are attached to receiver's key generator, and the subkeys generated from the key schedule are applied for decryption.
4. SIMULATION AND EVALUATION

4.1 Simulation

Fig. 8(a, b) shows the connecting of the sender and receiver.

![Socket Connection](image)

Fig. 8. Sender and receiver

Fig. 9(a, b) shows the encrypted messages, decrypted messages and the average processing time. The system condition is as follows:

- The data for encryption
  - name: 6 characters
  - card No: 16 characters
  - ID: 13 characters

Total 35 characters are operated as plaintext, so the total length of the plaintext is 280 bit.

However, in the proposed algorithm, since the length of the plaintext is limited to 128 bits, the proposed algorithm can encrypt the input messages in a 128-bit block respectively, then the encrypted block is got in a buffer and thus achieve the encryption of 280 bits.

4.2 Evaluation

- **Complexity of the proposed algorithm**

  1. 128-bit plaintext are XORed with 128-bit keys, the complexity degree is n.
  2. The four divided n/4-bit are XORed with kw1~kw4, the complexity degree is n/4.
  3. In the key schedule, four divided blocks (n/4-bit) are XORed four times, so the complexity degree is: 4(n/4) = n. And in formula R1 and R2, the complexity degree in each of them is n/2 respectively. Therefore, the complexity degree of the key schedule is: n + 4(n/2) = 3n.
(4) In an F-function, every n/16-bit is XORed 8 times, the complexity degree is: 8(n/16)=n/2.
Hence, the complexity of the proposed algorithm T(n) is:
\[ T(n) = n + n/2 + n/4 + 3n = 4.75n \]
\[ T(n) < O(5n). \]

**Processing speed**

We compared the processing speed of the proposed algorithm with several existing algorithms in the same environment.

The system environment is as follows:
- System: Pentium III 996MHz
- RAM: 512 MB
- OS: Windows 2003 Enterprise Server

**Strength**

To test the strength of the proposed algorithm, we analyze a key in every nanosecond by using a high-performance computer. The average times required to find the correct key is \(2^{17}/2\)

The strength of the proposed algorithm is calculated as follows:

\[
\frac{2^{17}}{2} \times 10^9 \times 3
\]
\[
\frac{3600 \times 24 \times 365}{2^{17}} \approx 8.09E+21
\]

Table 2 shows that proposed algorithm has shorter processing time than DES & SEED [8], and its complexity is not very high. The strength of the proposed algorithm is 8.09E+21, which is higher than DES & SEED.

<table>
<thead>
<tr>
<th>Index</th>
<th>Algorithm name</th>
<th>Key size</th>
<th>Encryption speed(sec)</th>
<th>Required time(year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AES (Rijndael)</td>
<td>128, 196, 256</td>
<td>0.012</td>
<td>3.2E+70</td>
</tr>
<tr>
<td>2</td>
<td>SEED</td>
<td>128</td>
<td>0.016</td>
<td>2.7E+21</td>
</tr>
<tr>
<td>3</td>
<td>DES</td>
<td>64(128)</td>
<td>0.016</td>
<td>2.50E+9</td>
</tr>
<tr>
<td>4</td>
<td>Proposed algorithm</td>
<td>128</td>
<td>0.015</td>
<td>8.09E+21</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In the proposed algorithm, several random key generators are designed, and a key generator is attached randomly to the encryption procedure; the initial values are transferred to the receiver's key generator for decryption.

The simulation results indicate that, the proposed algorithm requires a shorter processing time than DES & SEED, and its complexity is not very high. The strength of the proposed algorithm is 8.09E+21, which is higher than DES & SEED, and it should be applied to various applications for data protection and security.

The proposed algorithm also has some disadvantages. In the future study, more research will be required to design a more efficient cryptosystem.
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