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ABSTRACT

E-Science Grid is designed to cope with computation-intensive tasks and to manage a huge volume of science data

efficiently. However, certain tasks may involve more than one grid can offer in computation capability or incur a long

wait time on other tasks. Resource sharing among Grids can solve this problem with proper processing-integrity check
via audit. Due to their computing-intensive nature, the processing time of e-Science tasks tends to be long. This potential

long wait before an audit failure encourages earlier audit mechanism during execution in order both to prevent resource
waste and to detect any problem fast. In this paper, we propose a Light-weight, Adaptive and Reliable Audit, LARA,
of processing Integrity for e-Science applications. With the LARA scheme, researchers can verify their processing earlier

and fast.
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1. Introduction

HVEM Grid, one of the e-Science Grids, is
designed for computation-intensive tasks of the
reconstruction process of a set of 2 dimensional(2D)
images to its 3 dimensional(3D) image. For smaller
latency and better efficiency, the reconstruction
process is executed parallel through many processors
on the computation Grid in HVEM Grid{1,2,3].

Despite parallelism, certain tasks may involve more
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than one grid can offer in computation capability or
incur a long wait time on other tasks. Resource
sharing among Grids can solve this problem, only if
the proper processing integrity check is in place. If
there is dependency among intermediate results, then
any intentional (for free incentives) or unintentional
(due to system faults) errors in processing may harm
the final result fatally.

E-Science Grid is a more controlled environment
with its well organized policy than popular Grids
such as a desktop Grid (e.g. SETI@Home), because
of its expensive or specialized resources. The rigid

management policy in e-Science Grid may give
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researchers the false impression that even processing
in other Grids would be secure and perfect. But, other
Grids do not guarantee processing integrity, especially
because e-Science applications tend to consume a
large amount of resource and other Grids may find a
way to cheat. To support Grid resource sharing, we
need a fast and reliable integrity audit for the parallel
processing, which imposes low overhead. In this
paper, we propose a Light-weight, Adaptive, Reliable
Audit, LARA, an audit mechanism to check proce-
ssing integrity based on the underlying trust among
Grids.

The rest of this paper is organized as follows.
Section II describes the previous works on processing-
integrity audit. Section III describes LARA with the
image processing in HVEM Grid as an e-Science
application. Section IV demonstrates the soundness of
the proposed scheme by analyzing its characteristics
and shows the performance. Conclusion is presented

in Section V.

II. Related Works

Integrity audit was studied in the aspect of data
integrity and processing integrity.

The data integrity check is done by hash function
in [4,5,6]. A new approach inserts verification records
into outsourced database and checks data integrity by
queries to this database [7].

Processing integrity has been studied in three
aspects. First, the processing integrity is assumed to
be the same with the program integrity [8,9,10].
Second, it should be ensured with a secure H/W
platform. Third, it should be checked by the comparison
of the processing results.

The methods for program integrity check have used
hash function such as MDS5 or CRC in general. But,
these approaches focused on the analysis of the
characteristic of the binary code produced from the
program by compiler and linker, and the mechanical
inspection for the binary without considering the

program semantic. To audit the machine instructions

directly requires as much amount of processing. For
the e-Science applications which are computation-
intensive and have a long processing time, this
method is not a good choice due to its heavy
overhead. And, because a user requests his task
execution to other Grids and gets the results, there are
security holes so that the results can be spoiled.

In the early 2000’s, there were the papers to
elevate the security level in the execution platform of
programs [11,12] and the projects whose targets were
to construct a secure execution platform(SEE). The
representative examples are the projects of XOM
[13,14,15] and AESIG [16], which were developed at
the universities in US. As commercial technologies,
there are TrustZone from ARM and Trust Execution
Technology(TET) from Intel. But, these approaches
require the development of new H/Ws and some
modifications in the Operating System(OS). It is not
realistic for the users to request that the Grids which
provide their resources should equip SEE or TPM.

Another studies to audit the processing integrity
propose to check the processing results. With several
checkpoints, users can check the processing [17]. On
the other hand, they can consider the techniques of
parameter sweep [18]. In the former, users compare
the results of the same task from several processors
at each checkpoint. The latter is for the case that
users can anticipate the processing results. The users
consider the use of the resources shared because there
are no available resources in their Grid. So, it is a
heavy burden for them to utilize the resources if they
should ensure the additional processors to audit the
processing integrity for the former method [17]. An
optimized solution for processing integrity audit
should be provided. If the user knows the processing
results or he searches better processing results with
parameter sweep, he can verify the processing with
the interim results [19]. The user intervention is
necessary in the parameter sweep and it is difficult to

generalize and automate the verification process.
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Il. A processing integrity audit scheme on
HVEM Grid

3.1 A image processing on HVEM Grid

In HVEM Grid, the 3D tomographic reconstruction
is the image processing through its computation Grid.
The target data for the reconstruction is tens of or
hundreds of 2D EM images [2] which are taken
continuously by HVEM [20] with its tilting degree of
1 or 0.5 to investigate the 3D structure of a new
material. The 2D EM images are rendered to its 3D
tomographic image which can visualize the volume
structure of the material. This process is called a 3D
tomographic reconstruction. For the 3D tomographic
reconstruction, the 2D EM images are defined as a
task T to be processed on the computation Grid. The
task can be divided into » sub-tasks which are the
sets of 2D EM images with continuous tilting angles.
The sub-tasks are distributed to the Grids which share
their resources and processed under the resource
management policy of each Grid. The processing
results for the sub-tasks are integrated to a 3D
tomographic imag.

3.2 A Light-weight, Adaptive and Reliable integrity
Audit(LARA) for task execution by [Z4] rate

It is important to check the processing integrity
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when the task is executed though the Grid resources
shared. For a long processing, it would be helpful for
users to know the problems during the processing as
soon as possible. Thus, we need a fast audit method
for processing integrity with low overhead. The
processing integrity audit for the sub-tasks is done by
the unit of processor.

As shown in [fig. 1(a)] and [fig. 1(b)], the parts of
the sub-tasks are executed redundantly by &/a and (o
B/a for processing audit. That is, a sub-task is
divided into Z(a-F) and the two parts are executed
redundantly. In [fig. 1(a)], a task T is divided into 12
When a
researcher requests the execution of the sub-tasks to
4 Grids, the two processors in Grid B take 2 and 3
sub-tasks each. When the sub-task #, is executed in
Grid B, the latter (a-B/a part of ¢;; and the front Fa

part of ¢, are allocated to be executed for processing

sub-tasks whose sizes are the same.

integrity check. The processor pz2 would process fs
and f¢ with the latter (a-8/a part of t; and the front
Fa part of t;p. The processing in Grid B can verify
the sub-tasks #;; and #; which are executed in Grid E,
t; in Grid C, and t,9 in Grid D. The other Grids also
provide the processing for integrity audit as Grid B.
In [fig. 1(b)], Grid E takes the continuous images as
its sub-tasks. In that case, ps2 and pg3 should execute
the audit processing for each other within Grid E.
But, LARA allocates the processing audit for the
execution of #;p and #;; to Grid B; the latter (a-8/a

Asuptase U Tk Baof subask.ty

37 {erpiaof subaask, Y

(]

(Figure 1) A task allocation with a sub-task audit by (8:4) rate
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part of #y and the front [a part of #; get to be one
sub-task for processing integrity audit. When Grid B
can not handle this extra processing in one round
parallel execution, it needs another round of parallel
processing for it.

When the researchers can know the available
resources they can use and their specifications in
advance, they can divide their tasks into its sub-tasks
and schedule the processing of the sub-tasks. The
scheduling can be for either one round of parallel
execution or several rounds of it. In the former, the
advantage of parallel processing would be maximized.
In the latter, the users should do a new scheduling for
the remaining sub-tasks considering the available
resources after each round parallel processing. With
the latter case, the researchers can utilize the Grid
resources shared efficiently and can catch the
problems in the processing early.

The processors or the Grids which take the sub-
tasks, can not distinguish the sub-tasks allocated with
those for integrity audit. In [fig. 1(a)], the amount of
the task for audit is a half of the sub-tasks allocated
to psl. pp2 executes 1/3 of its sub-tasks for audit.

The continuous 2D EM images in HVEM Grid has
a feature that the processing result of them should be
continuous, too. And, they can be divided and
processed parallel. For the audit of the processing
integrity, the parts of the 2D images are processed
redundantly. Roughly, we can verify the processing
with much less than twice the number of the
sub-tasks.

Iv. Evaluation

4.1 Experimental setup and Assumptions

We used a computer with Intel Core2Duo 1.83GHz
CPU and 3G RAM, running Windows XP for
performance evaluation. We set that a task is divided
into several sub-tasks with the same size to be
processed parallel. And, the followings are assumed.

First, each processor in Computation Grid processes

three sub-tasks parallel at its maximum; this means
that some processors can be more powerful than the
others. Second, their processing time for sub-tasks is
the same with that for one sub-task in the less
powerful processor. Third, the failures or the
problems in processing take place by the unit of
processor not of sub-task. Fourth, there is no problem

in the program which executes the sub-tasks.

4.2 Analysis for the reliability of LARA

Our proposal provides the reliability of the integrity
audit by LARA in the following three aspects.

* Processing failures
LARA checks the processing integrity by asking
the processing for the parts of the sub-tasks to
the other Grids. The Grids for integrity audit are
chosen near at random, the failures can be

detected and understood objectively and exactly.

* Unripe execution
Unripe execution means that even though a
processor executes the sub-tasks normally, it
does not complete the execution requested. One
example is that it only executes the sub-tasks
less than the number of times requested. But, this
can be checked by the partial redundant execution
for integrity audit. Because it is difficult to
distinguish the sub-task with the audit task and
the Grids or the processors are not reserved for
audit, users can check the unripe execution easily

and objectively.

* Collusion
In LARA, the collusion is possible only when the
conspirators should know the whole mechanism
for the sub-task allocation. With a partial knowledge
for the allocation, it is difficult to collude
because the processing for integrity audit is
distributed near at random. In order to prevent a
complete collusion, it is enough that the Grid

which the user belong to takes charge of a part
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of the sub-task processing.

4.3.Performance Analysis

The experiment was designed so that all the sub-
tasks complete in one round parallel processing on
the Grid resources shared. Several rounds of parallel
processing are possible when the sub-tasks are allocated
to the available resources shared at the scheduling
time and the rest are re-allocated according to the
resource availability at the next scheduling time and
so on. But, because every round of parallel processing
iterates the same mechanism, we evaluated LARA
only for one round of parallel processing. And, we let
abe 2 and Bbe | in the evaluation. The experimental
results are averaged with 1000 trials. We considered
a random sub-task distribution to the shared resources
in Grids.

[Fig. 2] shows the total execution time. With the
assumption of a constant processing time in every
processor, the execution time is compared with that
without the processing for the integrity audit. In the
figure, the values in x axis represent the number of
Grids which providing their resources. We experiment
with the number of sub-tasks from 100 to 500. We let
the processing without audit be 1 and present the
relative ratio of execution time in [fig. 2]. Without
audit, the task processing is enough with one round

parallel processing. But, with integrity audit, the extra
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{Figure 2) Max number of the round for parallel
processing

round of parallel execution from 0 to 1 is needed.
But, in the worst case, the total execution round is
bounded to twice the parallel processing without
integrity audit. But, if users try to allocate the
sub-tasks evenly to the Grids which provide their
resources to be shared, the execution overhead for
integrity audit can be minimized because the even
allocation may not need extra rounds of parallel
processing for integrity audit. [Fig. 3] shows that the
ratio of processors which should execute the extra
processing for integrity audit in the parallel
processing. Even though there needs the extra
processing, the ratio of the processors for integrity
audit rarely exceeds 50%. Even though more
processors/grids are available, the processors for
integrity audit would not be required. And, the extra
rounds of parallel processing for the audit would be
bounded to 1 in the worst case and to 0.5 in average.

[Fig. 4(a)], and {Fig. 4(b)] show how early LARA
can detect the problems in processing. These results
are meaningful for the e-Science application which
can deliver the interim results in its processing. When
we let the amount of the sub-tasks whose integrity is
audited be 1, after half round of the parallel
processing, the amount of them is about 0.6 or 0.7.
Without waiting for the completion of the parallel
processing, we can verify 3/5 or 2/3 of the processing
even with the half round of the execution. Because
the sub-tasks are not distributed evenly in the Grids
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in skew allocation, the tasks need more than one
round parallel processing. Even this case, more than
0.9 of the tasks can be verified with one round
parallel execution. But, there is no distinguishable
difference at the ratio of task verification in between

skew allocation and even allocation.
4.4 The characteristics of LARA

« Light-weightness
LARA needs only small amount of the redundant
processing for the sub-tasks without the processing
replicas which process the whole task. And, the
task allocation in LARA is not a burden because
the users can get a help from the program
dividing their tasks into sub-tasks and allocating
them to the available resources in Grids after it
is customized to each e-Science application. The

comparison of results is also easy.

* Adaptivity
In LARA, the task is allowed to be divided into
its sub-tasks according to the available resources
shared, to be executed completely in one round
parallel execution. Or, it can be divided into the
sub-tasks which can be executed in several
rounds of parallel processing considering the

dynamic availability of Grid resources. The

adaptive scheduling maximizes the efficiency of
Grid resource sharing and causes an earlier

detection of the problems in the processing.

* Fastness
Even with the processing of integrity audit, the
total processing time of them will be the same
with or below twice that without the audit. If the
interim results can be delivered in the processing,
users can verify 60%~70% of the tasks with a

half round parallel processing.

* Randomness
In LARA, users can adjust the amount and the
unit of partial audit of sub-task with ¢ and B
This endows the selection of the audit part of
sub-task with randomness which is hard to be

guessed.

V. Conclusion and Future work

We proposed the LARA mechanism as a processing
integrity audit. Even in the worst case, our scheme
ensures with less than or equal to extra one round
parallel processing for the audit when to use the
external resources which belong to the other Grids.
We designed the light-weight audit scheme with the

given Grid resources and engrafted adaptivity on it to
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ensure the best appropriate allocation for Grid
resource sharing. But, it is difficult to trace which
processor processes the integrity audit of a sub-task
because cach processor is allocated the integrity
checking near at random. Moreover, one can not
distinguish the sub-tasks with those for integrity
audit. These devices provide the base for the
reliability of LARA.

We consider the extension of LARA as a future
work. LARA is somewhat specific to the parallel image
processing on HVEM Grid in this paper. If LARA
become applicable to general parallel processings, it

would be more meaningful.
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