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#### Abstract

We prove the existence of multiple solutions $(\xi, \eta)$ for perturbations of the elliptic system with Dirichlet boundary condition $$
\begin{align*} & A \xi+g_{1}(\xi+2 \eta)=s \phi_{1}+h \quad \text { in } \quad \Omega, \\ & A \eta+g_{2}(\xi+2 \eta)=s \phi_{1}+h \quad \text { in } \quad \Omega, \tag{0.1} \end{align*}
$$ where $\lim _{u \rightarrow \infty} \frac{g_{j}(u)}{u}=\beta_{j}, \lim _{u \rightarrow-\infty} \frac{g_{j}(u)}{u}=\alpha_{j}$ are finite and the nonlinearity $g_{1}+2 g_{2}$ crosses eigenvalues of $A$.


## 1. Introduction

Let $\Omega$ be a bounded domain in $\mathbf{R}^{\mathbf{n}}$ with smooth boundary $\partial \Omega$. In this paper we investigate the existence of solutions $(\xi, \eta)$ for the nonlinear elliptic system with Dirichlet boundary condition

$$
\begin{array}{lll}
A \xi+g_{1}(\xi+2 \eta)=s \phi_{1}+h & \text { in } & \Omega, \\
A \eta+g_{2}(\xi+2 \eta)=s \phi_{1}+h \quad \text { in } & \Omega,  \tag{1.1}\\
\xi=0, \quad \eta=0 & \text { on } \quad \partial \Omega,
\end{array}
$$

where $\lim _{u \rightarrow \infty} \frac{g_{j}(u)}{u}=\beta_{j}, \lim _{u \rightarrow-\infty} \frac{g_{j}(u)}{u}=\alpha_{j}$ are finite and the nonlinearity $g_{1}+2 g_{2}$ crosses eigenvalues of $A$. Here $A$ denote the differential operator $A=\sum_{1 \leq i, j \leq n} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial}{\partial x_{j}}\right)$ with $a_{i j}=a_{j i} \in C^{\infty}(\bar{\Omega})$.

[^0]In [4] the authors investigate multiplicity of solutions of the nonlinear elliptic equation with Dirichlet boundary condition

$$
\begin{align*}
& A u+g(u)=f(x) \quad \text { in } \quad \Omega \\
& u=0 \quad \text { on } \quad \partial \Omega \tag{1.2}
\end{align*}
$$

where the semilinear term $g(u)=b u^{+}-a u^{-}$and $A$ is a second order linear elliptic differential operator and a mapping from $L^{2}(\Omega)$ into itself with compact inverse, with eigenvalues $-\lambda_{i}$, each repeated according to its multiplicity,

$$
0<\lambda_{1}<\lambda_{2}<\lambda_{3} \leq \cdots \leq \lambda_{i} \leq \cdots \rightarrow \infty
$$

Here the source term $f$ is generated by the eigenfunctions of the second order elliptic operator with Dirichlet boundary condition.

In $[5,7,8]$, the authors have investigated multiplicity of solutions of (1.2) when the forcing term $f$ is supposed to be a multiple of the first eigenfunction and the nonlinearity $-\left(b u^{+}-a u^{-}\right)$crosses eigenvalues. In [4], the authors investigated a relation between multiplicity of solutions and source terms of (1.1) when the forcing term $f$ is supposed to be spanned two eigenfunction $\phi_{1}, \phi_{2}$ and the nonlinearity $-\left(b u^{+}-a u^{-}\right)$ crosses two eigenvalues $\lambda_{1}, \lambda_{2}$.

Equation (1.2) and the following type nonlinear equation with Dirichlet boundary condition was studied by many authors:

$$
\begin{gather*}
L u=b\left[(u+2)^{+}-2\right] \quad \text { in } \Omega \\
u=0 \text { on } \quad \partial \Omega . \tag{1.3}
\end{gather*}
$$

In [9] Lazer and McKenna point out that this kind of nonlinearity $b\left[(u+2)^{+}-2\right]$ can furnish a model to study traveling waves in suspension bridges. So the nonlinear equation with jumping nonlinearity have been extensively studied by many authors. For fourth elliptic equation Tarantello [14], Micheletti and Pistoia [12][13] proved the existence of nontrivial solutions used degree theory and critical points theory separately. For one-dimensional case Lazer and McKenna [10] proved the existence of nontrivial solution by the global bifurcation method. For this jumping nonlinearity we are interest in the multiple nontrivial solutions of the equation.

The organization of this paper is as following. In section 2 , we have a concern with the multiplicity of solutions and source terms of a nonlinear elliptic equation when the nonlinearity crosses eigenvalues. We investigate the uniqueness and multiplicity of solutions for the single nonlinear
elliptic equation. In section 3, we investigate the existence of multiple solutions ( $\xi, \eta$ ) for the elliptic system with Dirichlet boundary condition when the nonlinearity crosses the eigenvalues of the elliptic operator.

## 2. Appendix: The nonlinear elliptic equation

Let $L$ be the linear partial differential operator. Many authors ([3,4,5,6,8]) have studied multiplicity of solutions of the following type nonlinear problem

$$
\begin{equation*}
L u+b u^{+}-a u^{-}=g \quad \text { in } L^{2}(\Omega) \tag{2.1}
\end{equation*}
$$

In this section we investigate the existence of solutions for the nonlinear elliptic system with Dirichlet boundary condition

$$
\begin{equation*}
A u+f(u)=s \phi_{1}(x)+h(x) . \tag{2.2}
\end{equation*}
$$

Here we assume that $\lim _{u \rightarrow \infty} \frac{f(u)}{u}=\beta, \lim _{u \rightarrow-\infty} \frac{f(u)}{u}=\alpha$, and $\alpha<\lambda_{1}<$ $\lambda_{2}<\beta<\lambda_{3}$ and $\|h\|=1$.

Let us denote an element $u$, in $H_{0} \subset L^{2}(\Omega)$, as $u=\sum h_{j} \phi_{j}$ and we define a subspace $H$ of $H_{0}$ as

$$
H=\left\{u \in H_{0}: \sum\left|\lambda_{j}\right| h_{j}^{2}<\infty\right\} .
$$

Then this is a complete normed space with a norm $\|u\|=\left(\sum\left|\lambda_{m n}\right| h_{m n}^{2}\right)^{\frac{1}{2}}$. If $f \in H_{0}$ and $a, b$ are not eigenvalues of $L$, then every solution in $H_{0}$ of $L u+b u^{+}-a u^{-}=f$ belongs to $H$ (cf. [2]).

Let $V$ be the two dimensional subspace of $L^{2}(\Omega)$ spanned by $\left\{\phi_{1}, \phi_{2}\right\}$ and $W$ be the orthogonal complement of $V$ in $L^{2}(\Omega)$. Let $P$ be an orthogonal projection $L^{2}(\Omega)$ onto $V$. Then every element $u \in H$ is expressed by

$$
u=v+w,
$$

where $v=P u, w=(I-P) u$. Hence equation (2.1) is equivalent to a system

$$
\begin{gather*}
L w+(I-P)\left(b(v+w)^{+}-a(v+w)^{-}\right)=0  \tag{2.3}\\
L v+P\left(b(v+w)^{+}-a(v+w)^{-}\right)=s_{1} \phi_{1}+s_{2} \phi_{2} . \tag{2.4}
\end{gather*}
$$

Lemma 2.1. For every $v=c_{1} \phi_{1}+c_{2} \phi_{2}$, there exists a constant $d>0$ such that

$$
\left(\Phi(v), \phi_{1}\right) \geq d\left|c_{2}\right| .
$$

Since the subspace $V$ is spanned by $\left\{\phi_{1}, \phi_{2}\right\}$ and $\phi_{1}(x)>0$ in $\Omega$, there exists a cone $C_{1}$ defined by

$$
C_{1}=\left\{v=c_{1} \phi_{1}+c_{2} \phi_{2}: c_{1} \geq 0,\left|c_{2}\right| \leq k c_{1}\right\}
$$

for some $k>0$ so that $v \geq 0$ for all $v \in C_{1}$ and a cone $C_{3}$ defined by

$$
C_{3}=\left\{v=c_{1} \phi_{1}+c_{2} \phi_{2}: c_{1} \leq 0,\left|c_{2}\right| \leq k\left|c_{1}\right|\right\}
$$

so that $v \leq 0$ for all $v \in C_{3}$.
We set the cones $C_{2}, C_{4}$ as follows

$$
\begin{gathered}
C_{2}=\left\{c_{1} \phi_{1}+c_{2} \phi_{2}: c_{2} \geq 0, c_{2} \geq k\left|c_{1}\right|\right\} \\
C_{4}=\left\{c_{1} \phi_{1}+c_{2} \phi_{2}: c_{2} \leq 0, c_{2} \leq-k\left|c_{1}\right|\right\} .
\end{gathered}
$$

Then the union of four cones $C_{i}(1 \leq i \leq 4)$ is the space $V$.
We depended very heavily on the exact form of the piecewise nonlinearity. In this section, we return to the study of equation for large $t$. If we were content to consider the case where $f^{\prime}(s)<\lambda_{3}$ for all $s$, then the task would be fairly simple. We would show that the reduced twodimensional picture remained largely unchanged as $c_{1}$ and $c_{2}$ were made very large. However, we regard that restriction as somewhat artificial, restrictions on the derivative being only used previously for obtaining upper bounds in the number of solutions.

On the other hand, if we abandon the restriction $f^{\prime}<\lambda_{3}$, then we cannot just consider the two dimensional reduction any since no longer would there be a unique solution to equation and thus no reduced problem.

Our plan is the following; we first convert the two dimensional statements into degree theoretic statements in the space $L^{2}(\Omega)$, and then show that these can be perturbed to give the result for the nonlinear equation with large $t$.

Our first lemma is a degree theoretic interpretation of Theorem.
Recall that $\phi_{1}, \phi_{2}$ satisfy $\phi_{1}(x)-\epsilon_{0}\left|\phi_{2}(x)\right| \geq 0$ for all $x \in \Omega$. Also recall that if $\Phi: P H \rightarrow P H$ is defined then there exists $d>0$ satisfying the conditions of Lemma.

The map $\Phi: P H \rightarrow P H$ takes value $\phi_{1}$, once in each of the four different regions of the plain. The next lemma gives information on the degree of the map in these regions.

We define $F: \mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$ by

$$
F\left(s_{1}, s_{2}\right)=\left(t_{1}, t_{2}\right) \quad \text { if } \quad \mathrm{v}=\mathrm{s}_{1} \phi_{1}+\mathrm{s}_{2} \phi_{2}, \quad \Phi(\mathrm{v})=\mathrm{t}_{1} \phi_{1}+\mathrm{t}_{2} \phi_{2} .
$$

Lemma 2.2. Let $p=(1,0)$. Let $r$ be so large that $r>1, r\left(b-\lambda_{1}\right)>$ $1, r\left(\lambda_{a}\right)>1, r \epsilon_{0}>1$ and $r d \epsilon_{0}>1$, where $d$ and $\epsilon_{0}$ cone from section 1 . Let

$$
\begin{aligned}
& D_{1}=\left\{\left(s_{1}, s_{2}\right)\left|0<s_{1}<r,\left|s_{2}\right|<\epsilon_{0} \epsilon_{1}\right\}\right. \\
& D_{2}=\left\{\left(s_{1}, s_{2}\right)| | s_{1}|\leq r, \epsilon| s_{1} \mid<s_{2}<\epsilon_{0} r\right\} \\
& D_{3}=\left\{\left(s_{1}, s_{2}\right)\left|-r<s_{1}<0,\left|s_{2}\right|<\epsilon\right| s_{1} \mid\right\} \\
& D_{4}=\left\{\left(s_{1}, s_{2}\right)| | s_{1}\left|\leq r,-\epsilon_{0} r<-\epsilon_{0}\right| s_{1} \mid\right\}
\end{aligned}
$$

If $\operatorname{deg}\left(F, D_{k}, p\right)$ denotes the Brower degree of $F$ with respect to $D_{k}$ and $p$ for $1 \leq k \leq 4$, then $d\left(F, D_{k}, p\right)$ is defined for $1 \leq k \leq 4$ and

$$
\operatorname{deg}\left(F, D_{k}, p\right)=(-1)^{\mathrm{k}+1}
$$

Proof. First consider $D_{1}$. If $\left(s_{1}, s_{2}\right) \in \bar{D}$ and $v=s_{1} \phi_{1}+s_{2} \phi_{2}$, then $\theta(v)=0$. On $D_{1}$, the map $F\left(S_{1}, S_{2}\right)$ is given by $F\left(s_{1}, s_{2}\right)=((b-$ $\left.\left.\lambda_{1}\right) s_{1},\left(b-\lambda_{2}\right) s_{2}\right)$. Since $1<r\left(b-\lambda_{1}\right)$ the equation $F\left(s_{1}, s_{2}\right)=p$ has the unique solution $\left(s_{1}, s_{2}\right)=\left(\left(b-\lambda_{1}\right)^{-1}, 0\right)$. Since the determinant of the linear diagonal map is positive, we have

$$
\operatorname{deg}\left(F, D_{1}, p\right)=1
$$

In the case of $D_{3}$, we have the diagonal map with two negative entries, $\left(a-\lambda_{1}\right),\left(a-\lambda_{2}\right)$ and the determinant is also positive neat the unique solution in this region given by $\left(\left(a-\lambda_{1}\right)^{-1}, 0\right)$, so again $\operatorname{deg}\left(\mathrm{F}, \mathrm{D}_{3}, \mathrm{p}\right)=1$.

Now consider $D_{2}$. The boundary of $D_{2}$ consists of three line segments;
(i) a ray in the first quadrant $R_{1}$.
(ii) a tay in the second quadrant $R_{2}$.
(iii) a line segment $L$ of $s_{2}=\epsilon_{0} r$, parallel to the $s_{1}$ axis.

As we observed in the proof of Theorem, the image of $R_{1}$ under $F$ will be a straight line segment in the fourth quadrant, the image of $R_{2}$ will be to the right of the line $s_{1}=1$, by virtue of the requirement.

Now consider the linear map $u \rightarrow B u$, where $B$ is given by

$$
B=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] .
$$

The image of $R_{1}$ under $B, B R_{1}$, will be a straight line in the first quadrant, so if $0 \leq \lambda \leq 1$, we have

$$
\lambda B s+(1-\lambda) F(s) \neq p, \quad s=\left(s_{1}, s_{2}\right) \in R_{1} .
$$

The image of the ray $R_{2}$ under $B$ is in the fourth quadrant and again we have

$$
\lambda B s+(1-\lambda) F(s) \neq p, \quad s=\left(s_{1}, s_{2}\right) \in R_{2} .
$$

Finally, if $s \in L$, then $s_{2}=\epsilon_{0} r>1$ so

$$
B s \in\left\{\left(s_{1}, s_{2}\right) \mid s_{1}>1\right\}
$$

and thus $\lambda B s+(1-\lambda) F(S) \neq p$ for $s \in L$. By the usual homotopy argument,

$$
\operatorname{deg}\left(F, D_{2}, p\right)=\operatorname{deg}\left(B, D_{2}, p\right)
$$

But we know that $B s-p$ has exactly one zero in $D_{2}$ and the sign of the determinant of $B$ is -1 . Thus

$$
\operatorname{deg}\left(F, D_{2}, p\right)=-1
$$

The proof for $D_{4}$ is similar so we leave it as an exercise for the reader.
Using the definition of the degree of a mapping on an arbitrary finite dimensional space, we obtain, letting $V=P H$.

Lemma 2.3. If for $1 \leq k \leq 4$,

$$
U_{k}=\left\{v \in V \mid v=s_{1} \phi_{1}+s_{2} \phi_{2},\left(s_{1}, s_{2}\right) \in D_{k}\right\}
$$

and $T: V \rightarrow V$ is defined by

$$
T v=P A^{-1}\left(b(v+\theta(v))^{+}-a(v+\theta(v))^{-}\right)
$$

then

$$
\operatorname{deg}\left(\mathrm{I}+\mathrm{T}, \mathrm{U}_{\mathrm{k}},-\frac{\phi_{1}}{\lambda_{1}}\right)=(-1)^{\mathrm{k}+1}
$$

We have now calculated the degree of the two dimensional map on the various regions. But we remind ourselves that the two dimensional map is obtained from the infinite dimensional map by using the contraction fixed point theorem. Our aim now is to perturb the equation

$$
A u+b u^{+}-a u^{-}=s \phi_{1} .
$$

To do this, and arrive at the full non-linearity $f$ equation, we could proceed in two ways. We could restrict the class of $f$ under discussion so that they satisfied $f^{\prime} \leq \lambda_{3}-\epsilon$. Then each perturbed problem could be reduced to a two dimensional problem which could be viewed, for large $s$, as a perturbation of the piecewise linear problem.

The reader will soon see that this would be extremely restrictive. What we do instead is to deduce, from our knowledge of the two dimensional degree, a result on the degree of the associated map on the infinite
dimensional space. This can then be perturbed by small perturbations, which perturbations need only be continuous.

Let $N u=A^{-1}\left(b u^{+}-a u^{-}\right)$.
Lemma 2.4. Let $U_{k}, 1 \leq k \leq 4$, and $T$ be as in the preceding lemma. If $r_{2}>0$ is sufficiently large, and for $1 \leq k \leq 4$

$$
Y_{k}=\left\{u \in L^{2}(\Omega) \mid P u \in U_{k},\|(I-P) u\|<r_{2}\right\} .
$$

then the Leray-Schauder degree $d\left(I+N, Y_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)$ is defined and

$$
d\left(I+N, Y_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)=d\left(I+T, U_{k}, \frac{\phi_{1}}{\lambda_{1}}\right)=(-1)^{k+1} .
$$

Proof. The proof of this lemma comes in several steps. First, we observe that there exists $r_{1}>0$ such that if $v \in \bar{U}_{k}, 1 \leq k \leq 4$, and $w=(1-s)(I-P) N(v+w)$, then $\|w\|<r_{1}$. This is because, as already observed, the map $w \rightarrow(1-s)(I-P) N(v+w)$ is a contraction on $(I-P) H$, for sone fixed $k$. Define $h_{1}: Y_{k} \times[0,1] \rightarrow L^{2}$ by

$$
h_{1}(u, s)=(I-P) N(v+w)+P N(v+w+w(\theta(v)-w)),
$$

where $v=P u, w=(I-P) u$. We obtain

$$
u+h_{1}(u, s) \neq-\frac{\phi_{1}}{\lambda_{1}} \quad \text { for } \quad(\mathrm{u}, \mathrm{~s}) \in \partial \mathrm{Y}_{\mathrm{k}} \times[0,1]
$$

There are two possibilities to consider in $u \in \partial Y_{k}$. One is that $u=v+w$ with $v \in \partial Y_{k},\|w\|<r_{2}, s \in[0,1]$, and $u+h_{1}(u, s)=-\frac{\phi_{1}}{\lambda_{1}}$. In this case,

$$
w+(I-P) N(v+w)=0
$$

and

$$
v+P N(v+w+s(\theta(v)-w))=-\frac{\phi_{1}}{\lambda_{1}}
$$

The first of these implies $w=\theta(v)$, and the second implies $v+P N(v+$ $\theta(v))=v+N(v)=-\frac{\phi_{1}}{\lambda_{1}}$, which contradicts the fact that $v \in \partial U_{k}$.

Now suppose $n \in U_{k}, w \in(I-P) H,\|w\|=r_{2}$. If $0 \leq s \leq 1$ and $u+h_{1}(u, s)=-\frac{\phi_{1}}{\lambda_{1}}$, then

$$
w+(I-P) N(v+w)=0
$$

So $w=\theta(v)$ and $\|w\| \leq r_{1}<r_{2}$, which is a contradiction. This shows that $u+h_{1}(u, s) \neq \frac{\phi_{1}}{\lambda_{1}}$ for all $(u, s) \in \partial Y_{k} \times[0,1]$, and it follows by
homotopy invariance of degree that

$$
d\left(I+N, Y_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)=d\left(I+h_{1}(\cdot, 1), Y_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)
$$

Now let $h_{2}: Y_{k} \times[0,1] \rightarrow L^{2}(\Omega)$ be defined by

$$
h_{2}(u, s)=(I-s)(I-P) N(u)+P N(v+\theta(v)), \quad v=P u .
$$

If $v \in \partial U_{k}, w \in(I-P) H, 0 \leq s \leq 1, u=v+w$ and $u+h_{2}(u, s)=\frac{\phi_{1}}{\lambda_{1}}$ then

$$
v+T(v)=v+P N(v+\theta(v))=P\left(u+h_{2}(u, s)\right)=-\frac{\phi_{1}}{\lambda_{1}}
$$

which contradicts the fact that there are no solutions if $v \in \partial U_{k}$. If $u=v+w, v \in U_{k}, w \in(I-P) H,\|w\|=r_{2}$, then

$$
0=(I-P)\left(u+h_{2}(u, s)\right)=w+(I-s)(I-P) N(v+w)
$$

which would imply that $\|w\|<r_{2}$, which is a contradiction. Therefore, $u+h_{2}(u, s) \neq \frac{\phi_{1}}{\lambda_{1}}$, for $(u, s) \in \partial Y_{k} \times[0,1]$. Since $h_{1}(u, 1)=h_{2}(u, 0)$, we infer by homotopy invariance that

$$
d\left(I+N, Y_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)=d\left(I+h_{2}(\cdot, 1), Y_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)
$$

Let $B$ be the open ball of radius $r_{2}$ in $(I-P) H$. If $u \in \bar{Y}_{k}, v=P u, w=$ $(I-P) u$, then $u+h_{2}(u, 1)=v+P N(v+\theta(v))+w$.

Thus we see that the map $u \rightarrow u+h_{2}(u, 1)$ is uncoupled on $P H \oplus$ $(I-P) H$ and is the identity on $(I-P) H$. Therefore by the product property of degree,

$$
d\left(I+N, Y_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)=d\left(I+T, U_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)=(-1)^{K+1}
$$

This concludes the proof of Lemma
Remark. What we have just proved can be put into an abstract context. Assume one has an operator equation

$$
A u+N(u)=0
$$

on a Hilbert space $H$.Assume that there exists $P$, commuting with $L$, so that

$$
H=P H \oplus(I-P) H, \quad u \in H, \quad v=P u, \quad w=(I-P) u,
$$

and $L u+N(u)=0$ is equivalent to
i) $L w+(I-P) N(v+w)=0$
ii) $L v+P N(v+w)=0$.

Assume that for fixed $v$, i) may be solved uniquely and continuously for $w=\theta(v)$ and that for bounded $v$, there exists an a priori bound for $\theta(v)$. Then

Lemma 2.5. (The Prism Lemma) Given a bounded region $U \subseteq P H$ such that

$$
v+A^{-1} P N(v+\theta(v))=0
$$

has no solution on $\partial U$, and $r>0$ so that $v \in \bar{U}, A w+(1-s) N(v+w)=$ $0,0 \leq s \leq 1$, imply $\|w\|<r$, then if $Y=\{u: P u \in U,\|(I-P) u\| \leq r\}$, we have

$$
d\left(w+L^{-1} P N(v+\theta(v)), U, 0\right)=d\left(u+L^{-1} N(u), Y, 0\right) .
$$

Finally, having proved Lemma 3, we are in a position to produce solutions to the semi linear problem

$$
A u+f(u)=s \phi_{1}+h_{1}(x)
$$

instead of the piecewise linear one,

$$
A u+b u^{+}-a u^{-}=\phi_{1}, \quad a<\lambda_{1}, \quad \lambda_{1}<b<\lambda_{2} .
$$

Then, as before, if $f_{1}(u)=b u^{+}-a u^{-}$, we have

$$
f(\zeta)=f_{1}(\zeta)+f_{0}(\zeta) \quad \text { with } \quad \lim _{|\zeta| \rightarrow \infty} \frac{\mathrm{f}_{0}(\zeta)}{\zeta}=0
$$

We rewrite $A u+f(u)=s \phi_{1}+h_{1}(x)$ as

$$
A z=f_{1}(z)+\frac{f_{0}(s z)}{s}=\phi_{1}(x)+\frac{h(x)}{s} .
$$

Let

$$
N_{s}(z)=A^{-1}\left(f_{1}(z)+\frac{f_{0}(s z)}{s}-\frac{h}{s}\right)
$$

and let

$$
N(z)=A^{-1}\left(f_{1}(z)\right)
$$

Then it is easy to verify that

$$
\lim _{s \rightarrow \infty}\left\|N(z)-N_{s}(z)\right\|=0
$$

uniformly for $z$ in bounded subsets of $L^{2}(\Omega)$.

Finally, we have everything in place to prove the main result of this lecture.

Theorem 2.1. Assume that $\lim _{u \rightarrow \infty} \frac{f(u)}{u}=\beta, \lim _{u \rightarrow-\infty} \frac{f(u)}{u}=\alpha$, and $\alpha<\lambda_{1}<\lambda_{2}<\beta<\lambda_{3}$. Let $s>0$ and $\|h\|$ befinite. Then there exists $s_{0}$ so that $s \geq s_{0}$ implies that

$$
A u+f(u)=s \phi_{1}(x)+h(x)
$$

has at least four solutions.
Proof. We have established that

$$
z+N(z)=-\frac{\phi_{1}}{\lambda_{1}} \quad \text { forall } \quad \mathrm{z} \in \partial \mathrm{Y}_{\mathrm{k}}, \quad 1 \leq \mathrm{k} \leq 4
$$

Since $\partial Y_{k}$ is closed and bounded, and $N$ is continuous and compact, there exists $\eta>0$ such that

$$
\left\|z+N(x)+\frac{\phi_{1}}{\lambda_{1}}\right\| \geq \eta \quad \text { if } \quad \eta \in \partial \mathrm{Y}_{\mathrm{k}}
$$

Now choose $s_{0}$ so that

$$
\left\|N_{s}(z)-N(z)\right\|<\frac{\eta}{2} \quad \text { for } \quad \mathrm{z} \in \partial \mathrm{Y}_{\mathrm{k}}, \quad 1 \leq \mathrm{k} \leq 4
$$

Then

$$
\left.\| z+N(z)+(1-\lambda)\left(N_{s}(z)-N(z)\right)+\frac{\phi_{1}}{\lambda_{1}}\right) \geq \frac{\eta}{2}
$$

for $0 \leq \lambda \leq 1$, from which we conclude

$$
d\left(I+N_{s}, Y_{s},-\frac{\phi_{1}}{\lambda_{1}}\right)=d\left(I+N, Y_{k},-\frac{\phi_{1}}{\lambda_{1}}\right)=(-1)^{k+1}, \quad 1 \leq k \leq 4 .
$$

This proved the theorem. since we have at least one solution in $Y_{k}, 1 \leq$ $k \leq 4$.

## 3. The nonlinear elliptic system

In this section we investigate the existence of solutions $(\xi, \eta)$ for the nonlinear elliptic system with Dirichlet boundary condition

$$
\begin{array}{lll}
A \xi+g_{1}(\xi+2 \eta)=s \phi_{1}+h & \text { in } & \Omega, \\
A \eta+g_{2}(\xi+2 \eta)=s \phi_{1}+h \quad \text { in } & \Omega,  \tag{3.1}\\
\xi=0, \quad \eta=0 \quad \text { on } \quad \partial \Omega, &
\end{array}
$$

where $\lim _{u \rightarrow \infty} \frac{g_{j}(u)}{u}=\beta_{j}, \lim _{u \rightarrow-\infty} \frac{g_{j}(u)}{u}=\alpha_{j}$ are finite. Here $A$ denote the differential operator $A=\sum_{1 \leq i, j \leq n} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial}{\partial x_{j}}\right)$ with $a_{i j}=a_{j i} \in$ $C^{\infty}(\bar{\Omega})$.

We suppose that the nonlinearity $g_{1}+2 g_{2}$ crosses eigenvalues of $A$.
Lemma 3.1. (cf. [11])Assume that $\lim _{u \rightarrow \infty} \frac{f(u)}{u}=\beta, \lim _{u \rightarrow-\infty} \frac{f(u)}{u}=$ $\alpha$, and $\alpha<\lambda_{1}<\beta<\lambda_{2}$. Let $s>0$ and $\|h\|$ be finite. Then there exists $s_{0}$ so that $s \geq s_{0}$ implies that

$$
A u+f(u)=s \phi_{1}(x)+h(x)
$$

has at least two solutions.
Theorem 3.1. Assume that $g_{1}, g_{2}$ satisfy
(i) $\frac{g_{1}}{g_{2}}=\gamma \neq 0$ and $2+\gamma \neq 0$
(ii) $\alpha_{1}+2 \alpha_{2}<\lambda_{1}<\beta_{1}+2 \beta_{2}<\lambda_{2}$.

Let $s>0$ and $\|h\|$ be finite. Then there exists $s_{0}$ so that $s \geq s_{0}$ implies that system (3.1) has at least two solutions.

Proof. From problem (3.1) we get that $A \xi-\left(s \phi_{1}+h\right)=\gamma\left(A \eta-\left(s \phi_{1}+\right.\right.$ $h)$ ). For any $F \in H_{0}$ the elliptic problem

$$
\begin{array}{lll}
L u=F & \text { in } & \Omega, \\
u=0 & \text { on } & \partial \Omega \tag{3.2}
\end{array}
$$

has a unique solution. If $u_{1}$ is a solution of $A u=(1-\gamma)\left(s \phi_{1}+h\right)$, then the solution $(\xi, \eta)$ of problem (3.1) satisfies

$$
\begin{equation*}
\xi-\gamma \eta=u_{1} \tag{A}
\end{equation*}
$$

On the other hand, from problem (3.1) we get the equation

$$
\begin{align*}
& A(\xi+2 \eta)+g_{1}(\xi+2 \eta)+2 g_{2}(\xi+2 \eta)=3\left(s \phi_{1}+h\right) \quad \text { in } \quad \Omega, \\
& \xi=0, \quad \eta=0 \quad \text { on } \quad \partial \Omega . \tag{3.3}
\end{align*}
$$

Put $w=\xi+2 \eta$. Then the above equation is equivalent to

$$
\begin{align*}
& A w+g_{1} w+2 g_{2} w=3 s \phi_{1}+3 h \quad \text { in } \quad \Omega, \\
& w=0 \quad \text { on } \quad \partial \Omega . \tag{3.4}
\end{align*}
$$

Since $\alpha_{1}+2 \alpha_{2}<\lambda_{1}<\beta_{1}+2 \beta_{2}<\lambda_{2}$, by Lemma 3.1 the above equation has at least two solutions, say $w_{1}, w_{2}$. Hence we get the solutions $(\xi, \eta)$
of problem (3.1) from the following systems:

$$
\begin{align*}
& \xi-\gamma \eta=u_{1}, \\
& \xi+2 \eta=w_{1},  \tag{3.5}\\
& \xi-\gamma \eta=u_{1}, \\
& \xi+2 \eta=w_{2} . \tag{3.6}
\end{align*}
$$

Since $2+\gamma \neq 0$, the above systems (3.5) have unique solutions. Therefore there exists $s_{0}$ so that $s \geq s_{0}$ implies that system (3.1) has at least two solutions.

Theorem 3.2. Assume that $g_{1}, g_{2}$ satisfy
(i) $\frac{g_{1}}{g_{2}}=\gamma \neq 0$ and $2+\gamma \neq 0$
(ii) $\alpha_{1}+2 \alpha_{2}<\lambda_{1}<\lambda_{2}<\beta_{1}+2 \beta_{2}<\lambda_{3}$.

Let $s>0$ and $\|h\|$ be finite. Then there exists $s_{0}$ so that $s \geq s_{0}$ implies that system (3.1) has at least four solutions.

Proof. ( From problem (3.1) we get that $A \xi-\left(s \phi_{1}+h\right)=\gamma(A \eta-$ $\left.\left(s \phi_{1}+h\right)\right)$. For any $F \in H_{0}$ the elliptic problem

$$
\begin{array}{lll}
L u=F & \text { in } & \Omega, \\
u=0 & \text { on } & \partial \Omega \tag{3.7}
\end{array}
$$

has a unique solution. If $u_{1}$ is a solution of $A u=(1-\gamma)\left(s \phi_{1}+h\right)$, then the solution $(\xi, \eta)$ of problem (3.1) satisfies

$$
\begin{equation*}
\xi-\gamma \eta=u_{1} . \tag{A}
\end{equation*}
$$

On the other hand, from problem (3.1) we get the equation

$$
\begin{align*}
& A(\xi+2 \eta)+g_{1}(\xi+2 \eta)+2 g_{2}(\xi+2 \eta)=3\left(s \phi_{1}+h\right) \quad \text { in } \quad \Omega, \\
& \xi=0, \quad \eta=0 \quad \text { on } \quad \partial \Omega . \tag{3.8}
\end{align*}
$$

Put $w=\xi+2 \eta$. Then the above equation is equivalent to

$$
\begin{align*}
& A w+g_{1} w+2 g_{2} w=3 s \phi_{1}+3 h \quad \text { in } \quad \Omega, \\
& w=0 \quad \text { on } \quad \partial \Omega . \tag{3.9}
\end{align*}
$$

Since $\alpha_{1}+2 \alpha_{2}<\lambda_{1}<\beta_{1}+2 \beta_{2}<\lambda_{2}$, by Lemma 3.1 the above equation has at least two solutions, say $w_{1}, w_{2}, w_{3}, w_{4}$. Hence we get the solutions $(\xi, \eta)$ of problem (3.1) from the following systems:

$$
\begin{align*}
& \xi-\gamma \eta=u_{1}, \\
& \xi+2 \eta=w_{1}, \tag{3.10}
\end{align*}
$$

$$
\begin{align*}
& \xi-\gamma \eta=u_{1}, \\
& \xi+2 \eta=w_{2},  \tag{3.11}\\
& \xi-\gamma \eta=u_{1}, \\
& \xi+2 \eta=w_{3},  \tag{3.12}\\
& \xi-\gamma \eta=u_{1}, \\
& \xi+2 \eta=w_{4} . \tag{3.13}
\end{align*}
$$

Since $2+\gamma \neq 0$, the above systems (3.5) have unique solutions. Therefore there exists $s_{0}$ so that $s \geq s_{0}$ implies that system (3.1) has at least four solutions.
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