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ABSTRACT

Human action tracking plays an important role in human–computer–interaction, human action tracking is a challenging task because of the exponentially increased computational complexity in terms of the degrees of freedom of the object and the severe image ambiguities incurred by frequent self-occlusions. In this paper, we will propose a novel method to track human action, in our technique, a dynamic background estimation algorithm will be applied firstly. Based on the estimated background, we then extract the human object from the video sequence, and the skeletonization method and Hough transform method will be used to detect the main structure of human body and each part rotation angle. The calculated rotation angles will be used to control a crane in the port, thus we can just control the container crane by using signalman body. And the experimental results can show that our proposed method can get a preferable result than the conventional methods such as: MIT, JPF or MFMC.
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1. INTRODUCTION

Human action tracking and analysis from videos has received a significant amount of attention in recent years driven by its wide applications such as human–computer–interaction, patient rehabilitation, biomechanics, human activity analysis, computer animation, etc. Human action tracking is a challenging task because of the exponentially increased computational complexity in terms of the degrees of freedom of the object and the severe image ambiguities incurred by frequent self-occlusions.

Many approaches have been studied to circumvent the problems inherent in articulated object tracking. Most earlier efforts of articulated action tracking took advantage of 2-D or 3-D object models [1]. Drummond and Cipolla [2] presented an algorithm which propagated statistics of probability distributions through a kinematic chain to obtain maximum a posteriori estimates. Erol et al. reviewed the existing hand action estimation methods in [3]. A unified spatio-temporal articulated model was proposed by Lan and Huttonlocher [4]. Kalman filters have been employed by many researchers to combat occlusions in articulated object tracking [5,6]. In the context of multi-view body tracking, Bregler and Malik [7] proposed to track people with twists and exponential maps. Kehl et al. [8] presented an approach based on a volumetric reconstruction and a stochastic meta-descent optimization.

In this paper, we present a novel approach for signalman action tracking from web-cam. A signalman performs the works that a Crane driver loads or unloads containers in a ship correctly. The new approach will extract the object based on the estimated dynamic background. Then distinct from the existing approaches, we will extract the skeletal shape which can be as a new describer of the object. The skeletal structure of the object can avoid the self-occlusions problem. And based on the Hough transform, we derive a novel stretched
body detectors, the detector will detect the region that isn’t devious but straight. The region such as forearm, post-brachium and legs can be detected. Signalman action is composed by motions of these parts. The rotated angle can reflect the motion of each part. Thus we will analyze the rotation of each part of skeletal shape and get the rotation angles which will be applied to control a virtual character motion.

The paper is organized as follows: Section 2 presents the dynamic background estimation method; Section 3 describes the objection detection and skeletonization part. Section 4 will explain how to build the stretched body detector and its’ analysis and finally we provide the experimental results.

2. BACKGROUND ESTIMATION

In basic terms, we define the background as the stationary portion of a scene. Many applications simply require that there be introductory frames in the sequence which contain only background elements. If pure background frames are available, pixel-wise statistics can be computed directly. The more difficult case is computing the background model in sequences which always contain foreground elements.

Based on the definition of background, we consider a sequence of video frames as Fig 1 shows that. In the sequence, each pixel can be considered as an independent statistical process. We record the gray observations at each pixel over a sequence of frame.

\[
S_h = \sum_{i=\text{TimeOut}} |S_{h-1} - F_i| \tag{1}
\]

\[
B_h = \frac{B_{h-1} + F_i}{2} \tag{2}
\]

Here, \(S_h\) is the \(h\)th history frames in the video sequence, \(F_i\) is \(i\)th the frame, and \(B_h\) is the background frame in \(h\) time. When the video with no object, \(S_h\) will be closed to 0 with time passed, in the meantime the background \(B_h\) will be more stationary. Thus, we can set a threshold value to judge the background. If \(S_h\) is smaller than the threshold value we can consider the \(B_h\) as background. As long as there is sufficient data representing the back-ground at any given pixel over the sequence, the background can be estimated from the foreground elements. The process result is as shown in Fig. 2.

3. SIGNALMAN BODY DETECTION AND SKELETONIZATION

In the following, with the estimated background, we will extract the object from video sequence by using the minus operation between video sequence and the background. As the following equation
shows that:

\[ O = |F_t - B_b| \]  \hspace{1cm} (3)

Here, \( O \) symbol for the Object part, \( F_t \) is the current frame, and \( B_b \) is the background frame at current case.

Then Gaussians filter will be used to remove the noise from the result. The average value can be considered as a threshold value to make the result binaryzation. Result is as shown is Fig. 3.

The skeleton is a very useful structure in image analysis. In the system, we will apply it to describe the structure of object. And for object skeletonization, the chamfer distance transform(CDT) is easily computed by a two-pass sequential algorithm [9]. Chamfer distances are a good approximation of the Euclidean distance. They are characterized by a local mask. Coefficients can be optimized according to a maximal error criterion [10,11]. For the case of rectangular grids, the pixel size is characterized by its Width \( W \) and its Height \( H \) which generally differ. As graphic figure shown in Fig. 4.

In the system, for detecting the structure of human body, we use a \( 3 \times 3 \) local distance operators. And consider the input object with rectangular pixels. Then apply the distance transformation to the object region. CDT is computed by means of the sequential algorithm given in [12].

The Centre of Maximal Distance(CMD) are detected by a simple inspection of the neighboring pixels. We search for the redundant Moving Average(MA), since the objective is to determine the skeleton.

Let \( P \) be the current pixel, \( N(P) \) the \( 3 \times 3 \) neighborhood of \( P \) and \( n_i \) a neighbor of \( P \) in \( N(P) \). Fig. 5 presents the configuration of the neighborhood \( N(P) \).

\( P \) is a CMD if it is maximal in \( N(P) \). We call a local maximum, each point \( P \) which does not propagate the distance information to its neighbors, i.e if the distance disc of centre \( P \) is not completely contained in an other disc. This means:

\[ \forall i \in \{1,...,8\} \quad P + D_i > n_i \]  \hspace{1cm} (4)

With:
- \( D_i = D_{i0} \) if \( n_i \) is an horizontal neighbor of \( P \)
- \( D_i = D_{0i} \) if \( n_i \) is a vertical neighbor of \( P \)
- \( D_i = D_{i1} \) if \( n_i \) is a diagonal neighbor of \( P \)

![Fig. 3. Object Detection Result: (a) Test Frame: (b) Minus Operation Result: (c) Gaussians Filtering Result and (d) Object Binaryzation.](image)

![Fig. 4. A 3x3 Distance Operators on Rectangular Region: (a) Test Region and (b) Distances of Test Region](image)

![Fig. 5. The Neighborhood N(P) of Rectangular Pixel P](image)
Local distances $D_i$ are presented in Fig. 4. Hence, $P$ is a CMD. Each CMD pixel is marked in a list, noticed LSP (Label Symbol Path), which will contain all skeletal pixels. The set of CMD is centered in the pattern and suffices for its reconstruction. But it is generally disconnected and then does not preserve the pattern topology. A connection step is the necessary. For this purpose we search for the connection paths between the different components of the medial axis.

4. SIGNALMAN BODY PARTS SEGMENTATION BASED ON HOUGH TRANSFORM AND ACTION ANALYSIS

The Hough transform [13] is a technique which is most commonly used to extract features of a particular shape within an image. The classical transform is used as a method to detect lines and extended to recognize regular curves such as lines, circles, ellipses and arbitrary shapes that are repre-
point where the sinusoidal curves intersect gives a distance and angle. This distance and angle indicate the most fitted line which bisects the three points. The major advantage of the Hough transform technique is that it is tolerant of gaps in feature boundary descriptions and is relatively robust against image noise and reduces the dimension of candidate feature points.

As seen from the result of object skeletonization, parts of the human body such as arms, legs or head, the skeletonization of arms (or leg) can be composed of two lines, one is forearm (lead leg) and the other is postbrachium (draw leg). So the Hough transform can be adapted to detect these lines information from the skeletonization result. The connection point of two lines is the body joint. Rotation angle of two connected lines can describe the body action information.

As shown in Fig. 9, $\theta_1 \sim \theta_5$ can describe the motion of arms and $\theta_5 \sim \theta_7$ can describe the motion of legs. Thus a human motion can be composed of these angles. We can set a vector as follows:

$$V = [\theta_1, \theta_2, \theta_3, \ldots, \theta_7]^T$$  \hspace{1cm} (5)

Here, we named the $V$ as the Motion Vector, and range of each element can be ranged as following:

$$\theta_i (\forall i = 1, \ldots, 7) > 0$$
$$\theta_i (\forall i = 1, \ldots, 7) \leq 180$$  \hspace{1cm} (6)

For calculating these angles, we can set a coordinates, each line will intersect either $Y$ axis or $X$ axis with $\alpha$ or $\beta$ as shown on Fig. 10. On the basis of Hough transform the angle $\alpha$ can be calculated as following:

$$\alpha = \pi / 2 - \arctan(Y_f - b)/X_f$$ \hspace{1cm} (7)
$$\beta = \pi / 2 - \arctan(Y_j - b)/X_j$$ \hspace{1cm} (8)

$$\theta_i = 2\pi - \frac{\pi}{2} - \alpha - \beta$$
$$= \frac{3}{2} \pi - \left(\frac{1}{2} \pi - \arctan(Y_f - b)/X_f\right) - \left(\frac{1}{2} \pi - \arctan(Y_j - b)/X_j\right)$$
$$= \frac{1}{2} \pi + \arctan(Y_f - b)/X_f + \arctan(Y_j - b)/X_j$$ \hspace{1cm} (9)

Here $X_i, Y_i$ are points on the first line and $X_j, Y_j$ are on the other line which intersects with the current line.

We applied the calculated angles to control the crane in port. If the port worker moves his arm up, that means to control the crane up or if the worker moves the arm down, the crane can move down. So by applying the system to the port crane.
Controlling, human can just control the crane using body gesture. And for recognizing human action, we separate human body as the Fig. 11 parts, the rotation angles of each joints are as shown following.

Result of virtual character control can be seen as Fig. 12 shows that.

5. EXPERIMENTING RESULT

In this section, we proposed some of the experimental results. The action tracking performance of the proposed methods were compared both qualitatively with the multiple independent trackers (MIT) [15], Joint Particle Filter (JPF) [16] and mean field Monte Carlo (MFMC) [17]. All experiments were performed using VC++ on a 3.2-GHz Pentium IV PC without code optimization.

The video MAN contains a man moving his arms. It has 455 frames and was captured by 25 fps with a resolution of 320 × 240 pixels. The complex background and fast motion make it challenging for articulated motion tracking. The proposed method achieved robust tracking results even when the arms moved rapidly as shown in Fig. 13.

The video WALKING Signalman has a man who is walking. It was captured by 20 fps with a resolution of 160 × 120 pixels and has 456 frames as shown in Fig. 14. We use this video to demonstrate the ability of the proposed algorithm to track legs. The identical color of the torso and arms, and the frequent severe self-occlusions among limbs make it difficult for articulated motion tracking, when somebody move his arm over his body, the arm will obdurade the body part, we consider this case as the self-occlusions.

To compare the proposed method against the state of the art, we independently implemented the MIT, JPF and MFMC. In Fig. 15, we illustrate the RMSE (root-mean-square error) sample result.
frames. MIT kept the connection among parts. However, it could not produce satisfactory results when self-occlusion presented. Compared with the MIT, the proposed method improved the performance in that the connections among parts were preserved well. This is because the proposed method uses the skeletonization model to represent the human body and each part. Thus for each part such as arm, its' skeletonization model cannot cover the torso, so for solving the self-occlusion problem, the proposed method can gave a better results.

6. CONCLUSIONS

In this paper, we have presented a novel algorithm for tracking human action, which is based on the detecting the skeletonization of signalman body. The proposed algorithm firstly separate the background from the video sequence, a based on the separated background, the method will detect the object by using the difference operation. On the next step, we will extract the skeletonization of the detected object, and apply the Hough transform to detect line information which composes the object structure. The rotation of each part can also be calculated based on Hough theory. Finally, we will apply the calculated angles to control the container crane in port. Through the simulation, we can see that the proposed Skeletonization & Hough Transform Based Method can get a preferable result than the conventional methods such as: MIT, JPF or MFMC.
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