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Abstract

Network coding is a new research area that may have interesting applications in practical networking systems. With
network coding, intermediate nodes may send out packets that are linear combinations of previously received information.
The exploration of numerical, theoretical and operational networking issues from new perspectives that consider coding at
network nodes. We have presented a network coding approach which asymptotically achieves optimal capacity in
multi-source multicast networks. Our analysis uses connections that we make between network coding. In this paper we
analysed with and without network coding performance. Also we discussed the simulation results on network coding with
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linear optimization problem and it shows how network coding can be used.

Keywords : Network coding, multicast, optimization, linear combinations.

I. Introduction

Network coding generalizes network operation
beyond traditional routing, or store—and-forward,
approaches, allowing for mathematical operations
across data streams within a network. In today’s
the

Internet, information delivery is performed by routing.

practical communication networks such as
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A promising generalization of routing is network
coding. The potential advantages of network coding
over routing include resource (e.g., bandwidth and
power) efficiency, computational efficiency, and
robustness to network dynamics. In the past few
years, network coding is becoming an emerging
communication paradigm that can provide the
performance improvement in throughput and energy
efficiency. Network coding was originally proposed
for wired networks, and the throughput gain was
illustrated by the well-known example of “butterfly”
network'".

The selection of routes is an issue of utmost

importance in data networks that has so far received
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scant attention in the literature on network coding.
Indeed, the standard framework in which network
coding is cast, that of network information flow

], assumes that we have a network with

problems[2
limited-capacity links and considers whether or not a
given set of connections can be simultaneously
established, but gives no consideration to the
consumed as a result of
links.

example is today’s internet, which not only carries

resources that are

communicating on the The most notable
different types of traffic, but is also used by a vastly
heterogeneous group of end users with differing
valuations of network service and performance.
Network coding has emerged as an important
potential approach to the operation of communication
networks, especially wireless networks. The major
benefit of network coding stems from its ability to
mix data, across time and across flows. This makes
data transmission over lossy wireless networks
robust and effective. Despite this potential of network
coding, we still seem far from seeing widespread
implementation of network coding across networks”
9 We believe a major reason for this is that it is not
clear how to naturally add network coding to current
(the

problem) and how network coding will behave in the

network  systems incremental  deployment
wild. In order to bring the ideas of network coding
into practice, we need a protocol that brings out the
benefits of network coding while requiring very little

change in the protocol stack.

II. Multicast Routing for Network Coding

Network

robustness,

can throughput,

complexity and security. The most

coding improve
well-known utility of network coding and the easiest
to illustrate is increase of throughput. The throughput
benefit is achieved by using packet transmissions
by

information with fewer packet transmission. The

more efficiently, ie., communicating —more

most famous example of this benefit was given by
Ahlswede et a]l.m, who considered the problem of
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Butterfly network for multicast topology.

multicast in a wireline network.

Generally in figure 1, features of multicast from a
single source to two sinks. Both of the sinks wish to
know the message at the source node. In the
they the desired
multicast connection can be established only if one of
from the traditional

routing paradigm of packet networks. Intermediate

capacitated network consider

the intermediate nodes breaks

nodes are allowed only to make copies of received
packets for output, and perform coding operation, also
it takes two received packets, forms a new packet by
talking the binary sum, or XOR of the two packets
and outputs the resulting packet. If the contents of
the two received packets are the vectors a and b,
each comprised of bits. Then the packet that the
output is a®b, formed from the bitwise XOR of a
and b. The sinks decode by performing further
coding operations on the packets that they each
receive. Sink R, recovers by b taking the XOR of a
and a®b, and likewise sink R, recovers by a taking
the XOR of b and a®b. Under routing, we could
communicate, for example a and b to R, but we
would then only be able to communicate one of a or
b to R,.

The butterfly network illustrates an important
point that network coding can increase throughput for
multicast in a wireline network. The nine packet
transmissions that are used in the butterfly network
communicate the contents of two packets. Without
coding, these nine transmissions cannot be used to

communicate as much information, and they must be
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supplemented with additional transmissions. While
network coding can increase throughput in a wireline
network, its throughput benefits are not limited to

multicast or to wireline networks.

II. Network Coding with Cost Criteria

Whenever the members of a multicast group have
a selfish cost objective, or when the network sets
link weights to meet its objective or enforce certain
policies and each multicast group is subject to a
wish to set up
Network

minimum Wweight objective, we
multicast connections at minimum cost.
coding for multicast connections is relatively simple
as we have a simple characterization of feasibility in

[2], Theorem 1] and,

networks with limited—capacity links'
moreover, it i1s known that it suffices to consider
linear operations over a sufficiently large finite field
on a sufficiently long vector created from the source
process.

To establish minimum-cost multicast with network
coding, therefore, it suffices to solve problem (1) and
then compute a code that achieves the optimal cost
within an arbitrary factor, which can be done
systematically in time polynomial in N[, |Al, and the
block length of the code" or, alternatively, in a
random, decentralized fashion” . On the other hand,
the standard approach for establishing minimum-cost
multicast without network coding requires solving the
Steiner tree problem on directed graphs, which is
known to be NP-complete (and which, moreover,
only really applies when the links are of unlimited
Although

algorithms exist for the Steiner tree problem on
[10~11])

capacity). tractable approximation

directed graphs (for example the multicast
thus

relative to the minimum-cost multicast without

routing  solutions obtained are suboptimal

network coding, which in turn is suboptimal relative
to when network coding is used. Hence network
coding promises to provide significant cost
improvements for practical multicast routing.

We present the cost calculation methods with and
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Fig. 2. Network Coding with Cost.

without network coding models are given in figure 2.
In this network model, node 0 is source and 8 and 9
are the sink nodes. We call the node 3, 6 and 7 are
the bottleneck links between source to sinks. Nodes
are connected with the links and its cost of the each
link is given accordingly. Total cost of the entire
network tree is 48, but the same case when we use
network coding the cost is minimized into 41. So the
ratio of best throughput with network coding is
higher and also allowing inter-session coding. In
fractional routing link capacities can be shares
fractional and flows can be split and merged in
arbitrarily fine scales. But in integral routing, all link
capacities and flow rates have integral value.

The fact that packets need to be decoded has a
minor impact on delay. It is usually not necessary to
receive all encoded packets before some of the
packets can be decoded. Together with a reduction in
the number of required transmissions, the overall
end-to—end delay with network coding is usually not
larger than the normal end-to-end delay in realistic
settings.

Figure 3 shows the operation of network coding
for the network model. In [7], network coding is used
to infer the loss rates of links in an overlay network.
For conventional active probing, packets are usually
The

experience the same loss event which provides

multicast to several receivers. receivers

information about losses in the underlying multicast
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Fig. 3. Network coding flow graph.

tree. After a sufficiently large number of probe
packets, shared links and their loss rates can be
identified with reasonable accuracy. If multiple
senders unicast packets to a single receiver and these
packets are combined within the network, it allows
inferring the topology in much the same way as

multicasting from one sender to multiple receivers.

IV. Linear Optimization Problem

We model the network (figure 2) with a directed
graph G=(N,4). For each link (i,j)€4, we
associate nonnegative numbers q,; and ¢;;, which are
the cost per unit flow and the capacity of the link,
respectively. Suppose we have a source node s
producing data at a positive, real rate R that wishes
to transmit to a non-empty set of terminal nodes T.

Consider the following linear optimization problem:
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minimize Y a2,
(i,j)€4

subject to z,, =2\, Vv (i,j)EA, tET,

ij = Vijo

20

G pea

)

— t
Ti T YiEN, t€T, (1)

FIEY;

¢y = :cf;) >0, V(i,j)EA, tET,
R if i=s,

where o —{—R if i=t, (2)
0 otherwise

Theorem: The vector z is part of a feasible
solution for the linear optimization problem (1) if and
only if there exists a network code that sets up a
multicast connection in the graph G at rate arbitrarily
close to R from source s to terminals in the set T
and that puts a flow arbitrarily close to z;; on each
link (i, j).

Proof: First suppose that z is part of a feasible
solution for the problem. Then, for any t in T, we
see that the maximum flow from s to t in the
network where each link (i, j) has capacity z;; is at
least R. So, by Theorem 1 of [2], a network coding
solution with flow arbitrarily close to z; on each link
(i, j) exists. Conversely, suppose that we have a
network coding solution with flow arbitrarily close to
z;; on each link (i, j). Then the capacity of each link
must be at least z;; and, moreover, flows of size R
exist from s to t for each t in T (again by Theorem
1 of [2]). Therefore the vector z is part of a feasible

solution for the optimization problem.
V. Simulation Analysis

In network coding the throughput problem is more
traceable and it enables efficient computation of
maximum throughput. Also network coding can be
used in end node at the application layer (P-2-P).
The result is a practical system for network coding
that is robust to random packet loss, delay, any
changes in network topology and capacity. Network
coding in terms of throughput can be more than

two-three times better compared to transmitting
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Fig. 5. Comparison of network traffic.

uncoded blocks and also coding does not affects the
bandwidth.

The figure 4 shows the performance analysis with
PDCR™ using network coding. In the simulation,
UDP agents are used to generate exponential traffic
with a fixed packet size of 3000 bytes. The link
capacity between nodes is 20 Mb/s and the link delay
is 30ms. We have given a designed network model
with 20 nodes. Also figure 5 shows the comparison
of network traffic. After scaling the loss rates with
the flow, the simulations give the optimal loss rate
for the design close to this value.

In network coding packets can be encoded arbitrarily,
not just by end nodes, but also by nodes within the
network. The desired minimum-cost subgraph is found

using the following linear optimization problem.
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VI. Conclusion

Network coding is for efficient computation of
maximum throughput in end-to-end network. The
result is a practical system for network coding that
1s robust to random packet loss, delay, any changes
in network topology and cost. In this paper we
compared the simulation results of Network Coding
with Non Network Coding. So through the simulation
results we proved that network coding gives the
better performance. In future, we will look into
coding

security protocols that efficiently solve encoding and

extending our work to design network

decoding problem.
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