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EXISTENCE AND MANN ITERATIVE METHODS
OF POSITIVE SOLUTIONS OF FIRST ORDER

NONLINEAR NEUTRAL DIFFERENCE EQUATIONS

Jinbiao Hao and Shin Min Kang∗

Abstract. In this paper, we study the first order nonlinear neutral
difference equation:

∆
(
x(n) + px(n− τ)

)
+ f

(
n, x(n− c), x(n− d)

)
= r(n), n ≥ n0.

Using the Banach fixed point theorem, we prove the existence of
bounded positive solutions of the equation, suggest Mann iterative
schemes of bounded positive solutions, and discuss the error esti-
mates between bounded positive solutions and sequences generated
by Mann iterative schemes.

1. Introduction and preliminaries

In this paper, we are concerned with the following first order non-
linear neutral difference equation:

(1.1) ∆
(
x(n)+px(n−τ)

)
+f

(
n, x(n−c), x(n−d)

)
= r(n), n ≥ n0,

where p ∈ R, τ ∈ N, n0, c, d ∈ Z, {r(n)}n∈Nn0
⊂ R and f : Nn0 ×R2 →

R.
Some special cases of the equation (1.1) have been studied by several

authors [1]-[4]. In particular, Chen and Zhang [2] and Lalli and Zhang
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[3] discussed the oscillation, the bounded oscillation and the existence
of positive solutions of the first order neutral delay difference equation:

(1.2) ∆
(
x(n)+px(n−k)

)−a(n)x(n−r)−b(n)x(n− l) = 0, n ≥ n0.

The aim of this paper is to prove the existence of bounded positive
solutions of the equation (1.1), to construct Mann iterative schemes
of bounded positive solutions, and to establish the error estimates be-
tween bounded positive solutions and sequences generated by Mann
iterative schemes.

Throughout this paper, we assume that ∆ stands for the forward
difference operator: ∆x(n) = x(n + 1) − x(n), R = (−∞,+∞), Z
and N denote the sets of all integers and positive integers, respectively,
N0 = {0} ∪ N,

β = inf{n0 − τ, n0 − c, n0 − d},
Zβ = {n : n ∈ Z and n ≥ β},
Nn0 = {n : n ∈ N0 and n ≥ n0},

l∞β denote the Banach space of all bounded real sequences on Zβ with
norm ‖x‖ = sup{|x(n)| : n ≥ β} for any x = {x(n)}n∈Zβ

∈ l∞β and

A(1, 2) =
{
x = {x(n)}n∈Zβ

∈ X : 1 ≤ x(n) ≤ 2, n ≥ β
}
.

It is easy to see that A(1, 2) is a bounded closed subset of l∞β . A
sequence {x(n)}n∈Zβ

is said to be a solution of the equation (1.1) if
there exists H ≥ n0 +max{τ, |c|, |d|}+ |β| such that the equation (1.1)
holds for n ≥ H.

Put
(A1) there exist two sequences {p(n)}n∈Nn0

and {q(n)}n∈Nn0
satis-

fying

|f(n, u, v)− f(n, ū, v̄)|
≤ p(n)max{|u− ū|, |v − v̄|}, ∀n ∈ Nn0 , u, ū, v, v̄ ∈ [1, 2];

|f(n, u, v)| ≤ q(n), ∀n ∈ Nn0 , u, v ∈ [1, 2];

∞∑
s=n0

max{p(s), q(s), |r(s)|} < +∞.(1.3)
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Consider
(A2) {am}m∈N0 is an arbitrary sequence in [0, 1] with

∑∞
m=0 am =

+∞.

2. Existence of bounded positive solutions and Mann iter-
ative algorithms

Now, we are ready to give our main theorems.

Theorem 2.1. Let (A1) and (A2) hold and p ∈ [0, 1). Then there
exist θ ∈ (0, 1) and H ≥ n0 + max{τ, |c|, |d|} + |β| such that for each
x0 = {x0(n)}n∈Zβ

∈ A(1, 2), the Mann iterative sequence {xm}m∈N0 =
{{xm(n)}n∈Zβ

}m∈N0 generated by the following scheme:

(2.1) xm+1(n) =





(1− am)xm(n) + am

{ 3(1+p)
2 − pxm(n− τ)

+
∑∞

s=n

[
f
(
s, xm(s− c), xm(s− d)

)− r(s)
]}

,

n ≥ H, m ≥ 0,

xm+1(H), β ≤ n < H, m ≥ 0
converges to a bounded positive solution x = {x(n)}n∈Zβ

∈ A(1, 2) of
the equation (1.1) and has the following error estimate:

(2.2) ‖xm+1 − x‖ ≤ e−(1−θ)
∑m

i=0 ai‖x0 − x‖, ∀m ≥ 0.

Proof. It follows from (1.3) and p ∈ [0, 1) that there exist θ ∈ (0, 1)
and H ≥ n0 + max{τ, |c|, |d|}+ |β| satisfying

θ = p +
∞∑

s=H

p(s),(2.3)

∞∑

s=H

[q(s) + |r(s)|] ≤ 1− p

2
.(2.4)

Define a mapping G : A(1, 2) → l∞β by

(2.5) Gx(n) =





3(1+p)
2 − px(n− τ)

+
∑∞

s=n

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]
,

n ≥ H,

Gx(H), β ≤ n < H
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for each x = {x(n)}n∈Zβ
∈ A(1, 2). It follows from (2.4) and (2.5) that

for any x = {x(n)}n∈Zβ
∈ A(1, 2) and n ≥ H,

Gx(n) =
3(1 + p)

2
− px(n− τ) +

∞∑
s=n

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]

≤ 3(1 + p)
2

− p +
∞∑

s=n

[q(s) + |r(s)|]

≤ 3(1 + p)
2

− p +
1− p

2
≤ 2

and

Gx(n) =
3(1 + p)

2
− px(n− τ) +

∞∑
s=n

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]

≥ 3(1 + p)
2

− 2p−
∞∑

s=n

[q(s) + |r(s)|]

≥ 3(1 + p)
2

− 2p− 1− p

2
≥ 1,

which give that G(A(1, 2)) ⊆ A(1, 2). In light of (A1), (2.2) and (2.4),
we conclude that for any x = {x(n)}n∈Zβ

, y = {y(n)}n∈Zβ
∈ A(1, 2)

and n ≥ H,

|Gx(n)−Gy(n)|

=
∣∣∣∣
3(1 + p)

2
− px(n− τ)

+
∞∑

s=n

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]− 3(1 + p)

2

+ py(n− τ) +
∞∑

s=n

[
f
(
s, y(s− c), y(s− d)

)− r(s)
]∣∣∣∣

≤ p|x(n− τ)− y(n− τ)|

+
∞∑

s=n

∣∣f(
s, x(s− c), x(s− d)

)− f
(
s, y(s− c), y(s− d)

)∣∣
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≤ p‖x− y‖+
∞∑

s=n

p(s)max
{|x(s− c)− y(s− c)|,

|x(s− d)− y(s− d)|}

≤ p‖x− y‖+
∞∑

s=H

p(s)‖x− y‖,

which implies that

(2.6) ‖Gx−Gy‖ ≤ θ‖x− y‖, ∀x, y ∈ A(1, 2).

That is, G is a contraction mapping in the bounded closed subset
A(1, 2) of the Banach space l∞β . Hence the Banach fixed point theorem
ensures that G has a unique fixed point x = {x(n)}n∈Zβ

∈ A(1, 2),
which means that

x(n) =
3(1 + p)

2
− px(n− τ)

+
∞∑

s=n

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]
, ∀n ≥ H,

which implies that

∆
(
x(n) + px(n− τ)

)
= −f

(
n, x(n− c), x(n− d)

)
+ r(n), ∀n ≥ H,

that is, the fixed point x = {x(n)}n∈Zβ
∈ A(1, 2) of G is a bounded

positive solution of the equation (1.1). Note that (2.1) and (2.6) yield
that for any m ≥ 0 and n ≥ H,

|xm+1(n)− x(n)|

=
∣∣∣∣(1− am)xm(n) + am

{
3(1 + p)

2
− pxm(n− τ)

+
∞∑

s=n

[
f
(
s, xm(s− c), xm(s− d)

)− r(s)
]}− x(n)

∣∣∣∣
≤ (1− am)|xm(n)− x(n)|+ am|Gxm(n)−Gx(n)|
≤ (1− am)|xm(n)− x(n)|+ amθ|xm(n)− x(n)|
≤ (

1− (1− θ)am

)‖xm − x‖
≤ e−(1−θ)

∑m
i=0 ai‖x0 − x‖, ∀m ≥ 0,
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which yields that

‖xm+1 − x‖ ≤ e−(1−θ)
∑m

i=0 ai‖x0 − x‖, ∀m ≥ 0,

that is, (2.2) holds. Thus (1.3) and (2.3) guarantee that limm→∞ xm =
x. This completes the proof. ¤

Theorem 2.2. Let (A1) and (A2) hold and p > 1. Then there
exist θ ∈ (0, 1) and H ≥ n0 + max{τ, |c|, |d|} + |β| such that for each
x0 = {x0(n)}n∈Zβ

∈ A(1, 2), the Mann iterative sequence {xm}m∈N0 =
{{xm(n)}n∈Zβ

}m∈N0 generated by the following scheme:

(2.7) xm+1(n) =





(1− am)xm(n) + am

{
3
2

(
1 + 1

p

)− 1
pxm(n + τ)

+ 1
p

∑∞
s=n+τ

[
f
(
s, xm(s− c), xm(s− d)

)

−r(s)
]}

, n ≥ H, m ≥ 0,

xm+1(H), β ≤ n < H, m ≥ 0

converges to a bounded positive solution x = {x(n)}n∈Zβ
∈ A(1, 2) of

the equation (1.1) and has the error estimate (2.2).

Proof. It follows from (A1) and p > 1 that there exist θ ∈ (0, 1) and
H ≥ n0 + max{τ, |c|, |d|}+ |β| satisfying

θ =
1
p

(
1 +

∞∑

s=H

p(s)

)
,(2.8)

∞∑

s=H

[q(s) + |r(s)|] ≤ 1
2
(p− 1).(2.9)

Define a mapping G : A(1, 2) → l∞β by

(2.10) Gx(n) =





3
2

(
1 + 1

p

)− x(n+τ)
p

+ 1
p

∑∞
s=n+τ

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]
,

n ≥ H,

Gx(H), β ≤ n < H
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for each x = {x(n)}n∈Zβ
∈ A(1, 2). It follows from (2.9) and (2.10)

that for any x = {x(n)}n∈Zβ
∈ A(1, 2) and n ≥ H,

Gx(n) =
3
2

(
1 +

1
p

)
− x(n + τ)

p

+
1
p

∞∑
s=n+τ

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]

≤ 3
2

(
1 +

1
p

)
− 1

p
+

1
p

∞∑
s=n+τ

[q(s) + |r(s)|]

≤ 3
2

(
1 +

1
p

)
− 1

p
+

1
2p

(p− 1)

≤ 2

and

Gx(n) =
3
2

(
1 +

1
p

)
− x(n + τ)

p

+
1
p

∞∑
s=n+τ

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]

≥ 3
2

(
1 +

1
p

)
− 2

p
− 1

p

∞∑
s=n+τ

[q(s) + |r(s)|]

≥ 3
2

(
1 +

1
p

)
− 2

p
− 1

2p
(p− 1)

≥ 1,

which imply that G(A(1, 2)) ⊆ A(1, 2). In view of (A1), (2.8) and
(2.10), we obtain that for any x = {x(n)}n∈Zβ

, y = {y(n)}n∈Zβ
∈

A(1, 2) and n ≥ H,

|Gx(n)−Gy(n)|

=
∣∣∣∣
3
2

(
1 +

1
p

)
− x(n + τ)

p

+
1
p

∞∑
s=n+τ

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]− 3

2

(
1 +

1
p

)
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+
y(n + τ)

p
− 1

p

∞∑
s=n+τ

[
f
(
s, y(s− c), y(s− d)

)− r(s)
]∣∣∣∣

≤ 1
p
|x(n + τ)− y(n + τ)|

+
1
p

∞∑
s=n+τ

∣∣f(
s, x(s− c), x(s− d)

)− f
(
s, y(s− c), y(s− d)

)∣∣

≤ 1
p
‖x− y‖+

1
p

∞∑
s=n+τ

p(s)max
{|x(s− c)− y(s− c)|,

|x(s− d)− y(s− d)|}

≤ 1
p
‖x− y‖+

1
p

∞∑

s=H+τ

p(s)‖x− y‖

≤ θ‖x− y‖,
which implies (2.6). Thus G : A(1, 2) → A(1, 2) is a contraction map-
ping and it has a unique fixed point x ∈ A(1, 2), which yields that

x(n) =
3
2

(
1 +

1
p

)
− x(n + τ)

p

+
1
p

∞∑
s=n+τ

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]
, ∀n ≥ H,

which gives that

x(n + τ) + px(n)

=
3(p + 1)

2
+

∞∑
s=n+τ

[
f
(
s, x(s− c), x(s− d)

)− r(s)
]
, ∀n ≥ H,

which means that

∆
(
x(n)+px(n− τ)

)
= −f

(
n, x(n− c), x(n−d)

)
+ r(n), ∀n ≥ H + τ,

which is a bounded positive solution of the equation (1.1). It follows



Existence and Mann iterative methods of positive solutions 307

from (2.6), (2.7) and (2.10) that for any m ≥ 0 and n ≥ H,

|xm+1(n)− x(n)|

=
∣∣∣∣(1− am)xm(n) + am

{
3
2

(
1 +

1
p

)
− 1

p
xm(n + τ)

+
1
p

∞∑
s=n+τ

[
f
(
s, xm(s− c), xm(s− d)

)− r(s)
]}− x(n)

∣∣∣∣

≤ (1− am)|xm(n)− x(n)|+ am|Gxm(n)−Gx(n)|
≤ (1− am)|xm(n)− x(n)|+ amθ|xm(n)− x(n)|
≤ (

1− (1− θ)am

)‖xm − x‖
≤ e−(1−θ)

∑m
i=0 ai‖x0 − x‖, ∀m ≥ 0,

which implies that (2.2) holds and limm→∞ xm = x by (A2). This
completes the proof. ¤

Theorem 2.3. Let (A1) and (A2) hold and p ∈ (−1, 0). Then
there exist θ ∈ (0, 1) and H ≥ n0 + max{τ, |c|, |d|} + |β| such that
for each x0 = {x0(n)}n∈Zβ

∈ A(1, 2), the Mann iterative sequence
{xm}m∈N0 = {{xm(n)}n∈Zβ

}m∈N0 generated by the scheme (2.1) con-
verges to a bounded positive solution x = {x(n)}n∈Zβ

∈ A(1, 2) of the
equation (1.1) and has the error estimate (2.2).

Proof. It follows from (1.3) and p ∈ (−1, 0) that there exist θ ∈ (0, 1)
and H ≥ n0 + max{τ, |c|, |d|}+ |β| satisfying

θ = −p +
∞∑

s=H

p(s),(2.11)

∞∑

s=H

[q(s) + |r(s)|] ≤ 1 + p

2
.(2.12)

The rest of the proof is similar to that of Theorem 2.1 and is omitted.
This completes the proof. ¤
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Theorem 2.4. Let (A1) and (A2) hold and p < −1. Then there
exist θ ∈ (0, 1) and H ≥ n0 + max{τ, |c|, |d|} + |β| such that for each
x0 = {x0(n)}n∈Zβ

∈ A(1, 2), the Mann iterative sequence {xm}m∈N0 =
{{xm(n)}n∈Zβ

}m∈N0 generated by the scheme (2.7) converges to a
bounded positive solution x = {x(n)}n∈Zβ

∈ A(1, 2) of the equation
(1.1) and has the error estimate (2.2).

Proof. It follows from (A1) and p < −1 that there exist θ ∈ (0, 1)
and H ≥ n0 + max{τ, |c|, |d|}+ |β| satisfying

θ =
−1
p

(
1 +

∞∑

s=H

p(s)

)
,(2.13)

∞∑

s=H

[q(s) + |r(s)|] ≤ 1
2
(−p− 1).(2.14)

The rest of the proof is similar to that of Theorem 2.2 and is omitted.
This completes the proof. ¤

Finally we construct an example to illustrate our results.

Example 2.1. Consider the first order nonlinear neutral delay dif-
ference equation:

(2.15)
∆

(
x(n) + px(n− τ)

)
+

nxn−3 −
√

nxn+5

1 + n3 + x2
n−3

=
(−1)n sin(n3 − 3n + 1)

1 + n ln2 n
, n ≥ 1,

where τ ∈ N and p ∈ R\{±1}. Let {am}m≥0 be an arbitrary sequence
in [0, 1] satisfying (A2), c = 3, d = −5 and

f(n, u, v) =
nu−√nv

1 + n3 + u2
,

p(n) =
(n +

√
n)(1 + n3) + 4n + 20

√
n

(2 + n3)2
, q(n) =

2(n +
√

n)
2 + n3

,

r(n) =
(−1)n sin(n3 − 3n + 1)

1 + n ln2 n
, ∀(n, u, v) ∈ Nn0 × [1, 2]× [1, 2].
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It is clear that (A1) and (A2) hold. It follows from one of Theorems
2.1∼2.4 that for any p ∈ R \ {±1}, the equation (2.15) possesses a
bounded positive solution in A(1, 2) and the Mann iterative sequence
{xn}n≥0 generated by one of (2.1) and (2.7) converges to the bounded
positive solution.

None of the known results can be applied to the above example.
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