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Abstract

Texture information plays an important role in object recognition and classification. To perform an accurate
classification, the texture feature used in the classification must be highly discriminative. This paper presents a novel
texture descriptor for texture-based image retrieval and its application in Computer-Aided Diagnosis (CAD) system for
Emphysema classification. The texture descriptor is based on the combination of local surrounding neighborhood difference
and centralized neighborhood difference and is named as Combined Neighborhood Difference (CND). The local differences
of surrounding neighborhood  difference and centralized neighborhood difference between pixels are compared and
converted into binary codewords. Then binomial factor is assigned to the codewords in order to convert them into high
discriminative unique values. The distribution of these unique values is computed and used as the texture feature vectors,
The texture classification accuracies using Outex and Brodatz dataset show that CND achieves an average of 925%,
whereas LBP, LND and Gabor filter achieve 89.3%, 90.7% and 83.6%, respectively. The implementations of CND in the
computer-aided diagnosis of Emphysema is also presented in this paper.

Keywords : Texture descriptor, Texture-based image retrieval, CAD system, Texture classification

I. Introduction

T A, " Ao, dgEn AAT e

{Dept. of Electronic Engineering, Inha University) Texture analysis plays an portant part
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Aedat 20109691Y, +3484Y: 201037€97Y target detection, industrial surface detection, remote
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sensing and texture-based image retrieval. The most
important things in texture analysis are the texture
itself that represented by the coarseness and
statistical characteristics of the local variation of
brightness between neighboring pixels. Texture can
be modeled by basic texture primitives that form
texture elements, called textons™ or texels”. An
effective texture feature must be able to describe the
textons in texture images. This can be done by
extracting the texture feature locally because textons
are determined by the spatial relations between
neighboring pixels.
Over the vyears, there were a lot of studies
regarding texture feature extraction and texture
Among the most
el

descriptors are the Gabor wavele

descriptor. popular texture

and local binary
pattern (LBP)®. The Gabor representation has been
shown to be optimal in the sense of minimizing the
joint two-dimensional uncertainty in space and
frequency. The Gabor filters can be considered as
orientation and scale tunable edge and line (bar)
detectors, and the statistics of these microfeatures in
a given region are often used to characterize the
underlying texture information. The Gabor wavelet
has been widely used in image analysis applications,
including texture classification and segmentation,
image registration, motion tracking and face
Zhou et al® proposed a texture
descriptor by using the magnitude of the 1D local
Fourier transform with a 3x3 local window named
Local Fourier Histogram (LFH). K. Muzzammil et
al’® utilize the phase of the differences between the
neighboring pixels and the center pixel to extract
texture feature which is invariant to image blurring,
Another
important texture descriptor is LBP, which has

gained increasing attention due to its simplicity and

recognition.

scale changes and illumination changes.

excellent performance in various texture and face
image analysis tasks. Many variants of LBP have
been achieved
considerable success in various applications.

recently proposed and have

However, LBP ignores the differences between

(3719

35

each of the neighboring pixels and only considers
the centralized neighborhood differences between
the neighboring pixels and the center pixel of a
local neighborhood. The differences between each
of the

discriminative

produces  more
to  the
differences between the neighboring pixels and the

neighboring  pixels

information  compared
center pixel of a local neighborhood because of
the originality of the textons. K. Muzzammil et
al™ proposed Local Neighbors Difference (LND)
based
neighboring pixels and completely removed the
centralized neighborhood differences.

In this paper, we propose a texture descriptor

on those differences between each of the

based on the combination of two neighborhood
differences explained above which are the centralized
and surrounding neighborhood differences and named
as Combined Neighborhood Differences (CND). The
of surrounding neighborhood
difference and centralized neighborhood difference
pixels are compared and converted into binary

local differences

codewords. Then binomial factor is assigned to the
codewords in order to convert them into high
discriminative unique values. The 256 dimensional
histogram of these unique values is constructed and
used as the texture feature vectors.

The remainder of this paper is organized as
follows: in Section II, related work of the current
presented, in  Section I, detailed
construction of the CND method

experimental studies and evaluations are described in

research is

1s presented;

Section IV and finally conclusions and future works

are given in Section V.

II. Related Works

1. Local Binary Patterns

QOjala et al proposed a robust way for describing
pure local binary patterns (LBP) of texture in an
image. In the original version, there are only
2% = 256 possible texture units. The original 3x3
neighborhood (see Fig. la) is thresholded by the
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Fig. 1. Basic LBP algorithm.

value of the center pixel. If the neighboring pixel
values are larger than or equal to the center pixel,
the values are set to 1, otherwise they are set to 0.
The values of the pixels in the thresholded
neighborhood {see Fig. 1b) are then multiplied by the
weights given to the corresponding pixels (Fig. lc).
‘The results for this example are shown in Fig. 1d.
Finally, the values of the eight pixels are summed to
obtain the texture unit value of center pixel.

The LBP method is invariant to gray scales and
the enhanced version of LBP® implements circular
neighborhoods instead of square neighborhoods. An
image can be converted to its texture spectrum
image by replacing the pixels’ gray level values with
the values of the corresponding texture units. It is
shown that the texture spectrum image takes on the
visual character of the original image, and the image
texture can be represented by the 256-bin LBP

histogram for the frequency of the value of the

texture unit.

2. Local Neighbors Difference

The detail explanation about LND method using
3x3 neighborhoods is shown in Fig. 2. First, the
neighboring pixels of the 3x3 neighborhood are
extracted. Then differences between those pixels are
computed and thresholded into &-bit binary code. A
binomial factor of 2 is assigned for each binary code
to fransform the codewords into a unique LND
number that represents the texture unit of the 3x3
neighborhood. This LND value is a decimal value
between 0 and 255 resulting from the 8-bit binary
code. Next, a histogram is constructed with 256
dimensions using the LND codes and the histogram
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Fig. 2. The construction of LND method.

denotes the distribution of the LND values. Finally,
the texture descriptor is obtained from the histogram.

3. CAD System for Emphysema Classification

Computed tomography (CT) scans are applied to
examine the pathological change of the tissues inside
the body. However, for examining the pathological
change of the tissues, CT scans generate a large
number of images. Thus, radiologists are exhausted
to diagnose pathological changes using a lot of CT
images. Recently, a number of computer-aided
diagnosis (CAD) systems have been developed to
help the radiologists to diagnose diseases® %, Using
CAD systems to detect lung diseases such as
emphysema, lung cancer, etc., is one of the important
fields in the medical image processing in nowadays[ll]'

Previous work of the authors’® has developed a
CAD system for classifying abnormal regions of lung
CT images as shown in Fig. 1. To locate the lung
region from the CT image of lung, the contrast of the
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input image is enhanced using gamma correction. Then
the binary image is obtained using the Otsu method.
Using morphology and region growing method, the
noise in the image and lung vessels themselves are
excluded to obtain the hung region without the
vessels"™. For the feature extraction, the texture
feature of the subregion separated from the lung image
is extracted using texture descriptors. Lastly the
resulting features are used to determine whether it
contains emphysema or not in the region classification
step.

. Proposed Method

The proposed texture descriptor CND is based on
the combination of difference values used in LBP and

Computation of 3x3

LND for a pinef ~

4

Ditferences of neighborhood
il

image

W)

1

G E
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Threshold with
0 and form8-bit
code: 0-253

Histogram of
CHD of every
pixal

33 4, CND 7|#He A
Fig. 4. The construction of CND method.
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LND, namely the centralized neighborhood differences
and the swrounding neighborhood differences. Two
types of combinations have been tested. The first one
is by using the phase between the difference values
of LND and LBP as implemented in [14]. The second
one is to threshold differences values of LND against
the differences values of LBP. By comparing the
entropy and the feature vectors, the thresholding of
IND and LBP difference values generated more
discriminative information compared to that of the
phase. Because of that, we are using the thresholding
of the difference values to combine the difference
values of LND and LBP.

The detail explanation of CND method is shown in
Fig. 4. For each 3x3 window of an image, two
neighborhood differences which are the centralized
v(n) and surrounding neighborhood d{n) differences
are calculated. v{n) and d(n) can be calculated
using the following formula:

vin)=z{n)— z{{n+9)modN},

n=01,.,N~1 (1)

dln)=c—z(n),n=0,1,....,.N—1 (2)

where N is the number of neighbors which is eight
for 3x3 neighborhood and ¢ is the center pixel of the
window. Then the differences between v(n)and d(n)
are thresholded against zero in order to converted the
difference values into binary codewords, given by

pln)= {l,if{v(n)M dn)}>0

0, otherwise )
The next step is to create a unique value from the
binary codewords by assigning binomial factor of 2 for
each p(n) and it can be calculated using the following
formula:
N—1
CND= Y pk)2* (4)
k=0
Based on (4), this CND is a decimal value between 0
and 255 resulting from the 8-bit binary code. Next, a
histogram is constructed with 256 dimensions using
the CND codes and the histogram denotes the
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distribution. Finally, the texture descriptor is obtained
from the histogram. A statistical approach using the
distribution of the feature values is known to work
well for micro-textures®® ¥,

The starting point of d(n) and pixel gap of v(n)
play an important role in generating informative
texture feature of CND. It is because, the wrong
location of starting point and pixel gap will result in
the same information retrieved by LBP or LND. The
reason we chose z(0) for the starting point of d(n)
and 1 as the pixel gap of v(n) is because they
generated highest histogram entropy based on the
evaluation on Brodatz texture database™. The
entropy of a histogram can be calculated using the
following formula:

)

D-1
Entropy =— "Z]o p;log(p;)

where D is the histogram dimension and p; is the
probability for each bin of the histogram.

IV. Experimental Results

1. Experiment Setup _

In the experimental studies, the classification
accuracy of the CND is measured in terms of various
conditions, such as normal and gray value shifted
cases. We also conducted experiment in order to
compare the amount of information containing in
CND descriptor. And lastly we implement CND in the
CAD system for classification of Emphysema region.
Two other local-based texture descriptors, LBP and
ILND, and the famous- Gabor filter have been
compared with the proposed CND method.

Two texture datasets are implemented in the
experiment. The first one gives 32 different texture

2z Jjet o[ojx] HME T FH Mext ¥ HRE =7 Mo ALHe H

claéses from Brodatz texture™ as implemented in -

some literatures®™®. For each texture, 64 sample
images of size 64x64 are extracted. There are now a
total of 2048 texture images and a sample of these
images can be viewed in Fig. 5. Each texture class is
divided into 2 groups for the testing and the training.
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Fig. 5 Sample of images from Brodatz texture
database.
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Fig. 6. Sample of images from Outex_TC_0001 texture
database. ~

Each group contains 32 images.

The second texture database used for the
experiment is the Outex TC_ 0001 test suite™,
Outex_TC_0001 test suite contains 24 classes, 4
images (64x64) per texture class and has a total of
2,112 images. The samples of the images are shown
in Fig. 6. Half of the images in each class are used
for training and the remaining images are used for
testing. A standard 3 Nearest Neighbor classifier is
used in the texture classification where the distances
between feature vectors are measured using
Manhattan distance that can be calculated usirlg the
following formula:

256

d= 3|8, ()— By )|

i=1

(6)

where H(i) denotes the value of the feature vector
for each method. In the case of CND, LBP and LND,
the feature vectors are the histogram bins. Herein,
the classification accuracy can be calculated using the
following formula:
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)= no. of correct classifications
no. of total images

accuracy(%

)

2. Experiment Results

The first experiment is to compare the histogram
entropy of CND, LBP and LND using formula () on
the Brodatz texture images. The texture image and
the histograms of CND, LBP and LND are shown in
Fig. 7. The entropy of those histograms are
calculated and shown in Table 1. As you can see
CND produces the highest entropy. This means that
CND contains more information compared to those of
LBP and LND. The high entropy of CND is caused
by the small number of zero bin in its histogram.
From formula (5), one can see that the entropy is
depending on the value on each bin. If the histogram
is less distributed, the information contains in the
histogram will decrease.

The next experiment is the classification of
Brodatz and Outex _TC_0001 texture images. Using

(]

()

3% 7. () Brodatz 2 oiojeito]Ao] FEAAL

b} (a)el CND s|AEIH, (¢) @2l LND sl
EJ¥, (d) @)e LBP s|IAETY

{a) Sample image of Brodatz texture database,
{b) CND histogram of {a), (c) LND histogram of

{a), and (d) LBP histogram of (a).

CND, LBP 22|11 CNDoll thst slas3 ol
EZI

The histogram entropy for CND, LBP and LND.

CND LBP
54 477

Fig. 7.

L

Table 1.

Method
Entropy

LND
528
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Fig. 8 Average classification accuracy on Brodatz
database.
95.00%
90.00%
B5.00%
75.00%
BLBP R (ND #Gabor BCND
3% 9. Qutex TC_0001 HiojsfujolAof H 27 HE
T
Fig. 9. Average classification accuracy on Outex_TC_
0001 database.

I 10, -50, =30, -10, 0, 10, 30 22|31 50 2Blo] #E
£ [t Brodatzel #E IAE
Fig. 10. Sample images of Brodatz added with -50, -30,

-10, 0, 10, 30 and 50 gray vaiues.

the experiment setup discussed earlier, the average
classification accuracy for each method on Brodatz
and Outex_TC_0001 database are calculated and
shown in Fig. 8 and Fig. 9, respectively. From the
results we can see that CND performs the best with
average accuracy of 925% from both texture
databases. This is because the texture information
described by CND is more discriminative compared to
those of LBP, LND and Gabor filter. Because CND



40 Az 719 olnjx| HME F U MeX Y HFE I T NAHY H REY 2
the contrast of the images is also changed. Because the
contrast becomes lower than the original image, human
eyes are hard to- classify these texture images.
However, all the methods are still able to classify these
fllumination and contrast changed images with very
small accuracy differences in different level of

‘ illuminations.
a3 :350’1:1_;?’ O_ulgx_OT (.3‘_0003(1) 2?2; ;? ;_g‘m‘ us The -average classification accuracies. fo%‘ the
Fig. 11. Sample images of Outex TC.0001 added wih ~ ilumination changed images are shown in Fig. 12
=50, -30, ~10, 0, 10, 30 and 50 gray values. and Fig. 13. From what we can see, the accuracies
0% of all the methods only altered a little bit in different
+ * . ! * . * level of illuminations. It is because all of the
. . :ﬂ'&j — -y methods are invariant to illumination changes. We
85.0% also can see that the accuracy never decreases
o when the illumination is changed. This is great
50 30 10 10 30 <0 property of CND, LND and LBP. Even using low
o CND ~fm(ND ~rm(BP ~mGabor contrast images, all of the methods still manage to
achieve  classification  accuracy  similar  to

2 12, Brodatz ClOIE{HO|A0AM =ET} HEHE HY classification accuracy using original  images.

Ee| 3y 2R ez . . . o e
Fig. 12. Average classification accuracy with iliumination Nonetheless, CND  achieves lnghe.r daSSIﬁcatl,on
changed images in Brodatz dataset, accuracy with 925% compared to those of LBP,
— LND and Gabor filter with average classification

. accuracies of 89.3%, 90.79% and 83.6%, respectively.

— et
3. Implementation of CND in CAD system for
Emphysema analysis

-50 -30 30 50 The feature extraction is one of the most
o CND —=IND ~dLBP —=Gabor important steps for recognizing the abnormal

a8 13 Qutex _TC_0001 HIAE 280 =L} Wl
YaEC HE BF gD

13. Average classification accuracy with illumination
changed images in OUTEX_TC_0001 test suite.

Fig.

extracts more information, the performance of texture
image retrieval using CND texture descriptor can be
improved.

We also perform the texture classification on
illumination changed textures. In this experiment, the
gray value of each testing images are added and
subtracted by 10, 30 and 50, respectively. The
illumination changed images are shown in Fig. 10 and
Fig. 11. As we can see, after shifting the gray value,
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regions from the medical image. In the past
decades, texture features such as the gray level
difference method (GLDM)"® the gray level
run-length method (GLRLM)™, the special gray level
dependent method (SGLDM)™, and the LBP have been
The
combination of LBP and gray level generates a

powerful texture descriptor in classifying three types of
{71~221

widely used for medical image analysis.

Emphysema and lung regions

LBP and gray level are combined by joining them
to form a co-occurrence matrix. A co-occurrence
matrix based on gray level local binary pattern can
then be formed as follows: '
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P(0,0)
P(1,0)

P(0,1)
P(},o)

P0,L—-1)

Ao ®

P(2Y—1,0) P(2Y=1,0) - P(2¥—1,L-1)

where L is the gray level of the image which is 256 for
8-bit image, and P(x, y) denotes the probability of
pixels whose LBP value equal to x(O <zg<2¥- 1)
and gray value equal to y(0 < y < L—1). Texture
features can then be derived from the co-occurrence
matrix by calculating the 2D variance, sum variance,
different variance, contrast, sum am am a, sum
entropy, different entropy, angular second moment, and
entropy. In the case of CND, we replace LBP value
with CND value in co-occurrence matrix.

To evaluate the feature extraction efficiency and the
classification performance of the proposed method, we
took 288 CT images from Inha University Hospital,
including 108 normal images and 180 emphysema ones.
The size of the images is 1024x1024 and gray value
depth is 8-hit.

Fig. 14 shows some image samples of the normal
CT image and emphysema CT images. On the next
step, lung region without vessels are firstly located
and subregions are obtained as mentioned in Section
2.2. Texture features are then extracted from the
sub-regions covering more than 70% of the lung.
1500 sub-regions, which are separated into two
classes—1000  normal 500

emphysema sub-regions, are randomly selected for

sub-regions  and

the following experiments. Fig.15 shows some normal

M

38 14 & F HIIF CT dME F
CT A&

14. First row, Emphysema CT images, second row,
normal CT images.

o

=
Ev

Fig.
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Fig. 15. First row, samples of Emphysema subregions

and second row, samples of normal subregions.

and emphysema sub-regions.

To evaluate the performance of CND, we performs
the classification between the Emphysema and normal
subregions. We  compared the classification
performance of CND with LBP and SGLDM. Linear
Discriminant Analysis (LDA) is used to classify the
FEmphysema and normal subregions. Standard 3x3
window is applied for CND and LBP while three
directions of 0, 45 and 9 degrees are applied to
SGLDM. The nine features explained earlier of the
CND, SGLDM and LBP co-occurrence matrices are
extracted to classify the emphysema regions and
normal regions. 100 normal sub-regions and 100
emphysema sub-regions are used to train the LDA.
The remainder subregions (900 normal ones and 400
emphysema ones) are used for testing. Table 2 shows
the true positive (TP), true negative (TN), false
positive (FP), false negative (FN), sensitivity and
specificity of the CND, SGLDM and LBP, respectively
and can be calculated as follows: ‘

TP = no.of Emphysema regions

correctly classified ©)
TN = no.of normal regions (10)
correctly classified
FP = no.of Emphysema regions (11
wrongly classified
FN = no.of normal regions (12)
wrongly classified
o TP
Sensitivity = TP+ FN< 100 (13)
TN
Specificity = (14)

(FP+ TN)x 100
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Z 2 BHFME results show that CND can extracts useful texture
Table 2. The classification performance. feature that generates highly discriminative feature.
Methods | CND | LBP SGLDM This property is very useful in obtaining high
Direction 0 o 0 accuracy in image retrieval and classification.
TP 397 393 363 3H9 | 3BT
FP 0 0 0 0 0 Real-world textures may take place at random
FN 3 7 37 4] 43 spatial rotations. The CND method is still variant to
TN 900 | 900 | 900 | 900 | 900 rotation and future work on the CND intends to
Sensitivity(%) | 9.3% 98.3% N.8% 89.8% 89.3% . . . .
Specificity®3) | 100% | 1005 | 100% 00 T 100% extend it to be a rofation invanant texture
descriptor.

As we can see, the performance of correctly
classifying the emphysema regions of SGLDM depends
on the feature extraction directions. The texture
features extracted by LBP includes multiple directions.
Hence, its performance is the best comparing with
SGLDM from any direction. Since CND extracts more
information than LBP, it achieves the best sensitivity
and specificity performances compared to LBP and
SGLDM. This shows that CND demonstrates the
technical viability for implementation of the proposed
method in texture analysis applications, especially for
computer aided diagnosis.

V. Conclusions

In this paper, we propose a texture descriptor
based on the combination of two neighborhood
called the Combined Neighborhood
Differences (CND). Those local difference values
thresholded into binary codewords
assigned with binomial factor of 2 to convert them
into unique values. The 256 dimensional histogram
of these unique values is constructed and used as
the texture feature vectors.

CND applies simple computation
demonstrates technical viability for implementation
in texture analysis
medical image analysis. By applying CND, the time
consumption of medical image texture analysis can
be reduced significantly. Moreover, the result of the
CAD system also shows that CND can generate high
sensitivity and  specificity, which are compulsory in
analysis. Texture

differences

are and

and

applications, especially for

medical image classification
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