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Abstract Most wireless ad hoc networks use sender—centric carrier sensing where a data sender
determines the transmission timing through channel assessment. However, sender-centric carrier
sensing suffers from both exposed and hidden terminal problems even with physical and virtual carrier
sensing. In this paper, we propose a new receiver-centric carrier sense (RCS) technique where a data
receiver triggers packet transmission based on local channel assessment. Through both numerical
analysis and simulation studies, we show that the proposed RCS achieves up to 20.9% higher
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throughput than previous receiver-centric approaches.

Key words

1. Introduction

Recently advanced wireless technology has led to
the development of self-organized and distributed
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wireless ad hoc networks. The IEEE 802.11 medium
access control (MAC) protocol [1], widely employed
to access the shared wireless medium, uses phy-
(PCS) and virtual carrier
sensing (VCS) mechanisms to avoid interference.

sical carrier sensing

However, it is still susceptible to the exposed and
hidden terminal problems [2] and many sender-
centric carrier sense solutions [3,4] have been
proposed to overcome this problem. However, the
fundamental limit of sender-centric carrier sense
protocols is that senders can only heuristically infer
the channel status of the receiver so that various
problems still persist [5]. Some receiver-centric
solutions [6-8] have been previously studied. Although
these schemes improve from the sender—centric
approaches, they still suffer from the hidden [6] or

exposed terminal problems [7,8].
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In this paper, we present a new receiver-centric
carrier sense {RCS) protocol for wireless ad hoc
networks. In RCS, the data receiver initiates the
transmission by conducting smart and accurate
channel assessment so that the hidden terminal
problem is solved, while the exposed terminal pro-
blem
physical carrier sensing and using virtual carrier

is solved by the data sender neglecting

sensing only. This is achieved by a low-overhead
transaction consisting of the data receiver sending
a request-for-data (RFD) frame and the data sender
replying with a data frame.

We make two key contributions in this paper.
First we present a new receiver-centric carrier
sense technique in wireless ad hoc networks. The
new design achieves maximized spatial reuse via
accurate channel assessment to overcome exposed
and hidden terminal problems, Furthermore, compared
to previous approaches, RCS efficiently eliminates
unnecessary overhead such as per-packet acknow-
ledgement frames. Second, we evaluate the perfor—
mance of RCS via both analysis and simulations.
QOur simulation evaluation results show that RCS
outperforms the legacy receiver—centric protocols by
up to 20.9%.

2. Related Work

[6-8] have
been proposed to solve the problems of sender cen~

Several receiver-centric solutions

tric carrier sense protocols. Multiple Access with
Collision Avoidance By Invitation (MACA-BD [6]
improves the performance of the MACA protocol
by excluding the request to send (RTS) frame in
the RTS / clear to send (CTS) exchange, thus reduces
the virtual carrier sensing overhead. But, it has
been shown that MACA-BI suffers from severe
hidden terminal problems [7]. Receiver Initiated
Multiple Access with Simple Polling (RIMA-SP) [7]
enhances MACA-BI by resolving the hidden termi-
nal problem, but it still suffers from the exposed
terminal problem. Receiver initiated MAC protocol
based on multi-user detection (MUD) [8] attempts
to reduce the signaling overhead in code division
multiple access (CDMA) ad hoc networks. In
essence, MUD is similar to RIMA-SP with an
additional fair scheduling scheme.

3. Receiver-Centric Carrier Sense (RCS)

In this Section, we first discuss the fundamental
limit of sender-centric carrier sense and present the
details of RCS. In sender-centric physical carrier
sensing (PCS) [3], the data sender typically senses
a much larger range than the transmission range to
avoid interference at the receiver. This induces the
exposed terminal problem where nodes that actually
do not interfere may have to defer their access.
Sender centric virtual carrier sensing (VCS) [24]
shows better spatial reuse since RTS/CTS frames
prevent only the interferers from triggering trans-—
missions. But the exchanges of RTS/CTS frames
at the basic rate incur large overheads. To solve
the problems of sender-centric carrier sense, several
receiver-centric solutions [6,7] have been proposed.
The main objective of these protocols is to reduce
overhead by eliminating the RTS frame, so they
still suffer from hidden [6] and exposed terminal
problems [7]. For simplicity, we generally use the
terms sender and receiver to denote the sender
and receiver of the data frame, respectively.

We next explain how RCS solves both hidden
and exposed terminal problems with minimal
amount of overhead. RCS adopts a new control
frame called request for data (RFD) that the
receiver sends to a potential sender. A RFD frame
(See Fig. 1) format is similar to that of the RTS
frame [1], except for a 1-byte RCS field. RCS
eliminates the ACK frames for efficiency purpose
thus a transaction consists of RFD and corres—
ponding DATA transmissions only. If the receiver
fails to receive the corresponding DATA, then it
reissues an RFD frame with the retransmit bit in
the RCS field set, so that the sender can retransmit
the DATA frame.

The RFD serves for another purpose to protect
the receiver from interference. RCS employs two

Bits: 1 7
Re"af‘smit ’
bit
. /,
Qctets: 2 2 8 6~ 1 4
Frame "
Contro! Duration RA } TA l l FCS ‘
RCS field

Fig. 1 Request-for-data (RFD) frame format
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carrier sense thresholds, CSy it and CSyum.
CSmunt denotes the threshold that corresponds to
the interference range [4], which is generally larger
than transmission range. CSy oy is the minimum
carrier sense threshold and is consistent with the
maximum carrier sense range, which is obviously
larger than the interference range. When a neighbor
node receives the RFD frame, it will defer its
access according to the duration fields, which is
similar to the virtual carrier sense procedure in
802.11 DCF. The difference is that even when a
node fails to clearly decode the RFD frame, but
instead senses the channel as busy using CSwmnt
for a unique RFD frame duration (84ps in 802.11a
with 6Mbps),

physical carrier sense threshold to CS v until the

it will dynamically decrease its
channel becomes idle. By this method, the receiver
can be protected from interference. We call this
procedure VCS in RCS since it is similar to that of
802.11.

Before transmitting the RFD, the node will check
for both PCS (using CSw.nr) and VCS as expl-
ained above to prevent collisions due to the hidden
terminal problem. Through VCS, it is insured that
the receiver's RFD will not interfere with any
ongoing receptions. The sender will transmit the
DATA with only VCS, not PCS. Since VCS is
employed, the sender will not interfere with other
ongoing transmissions. As PCS is not used at the
sender, the exposed terminal problem is solved.

Notice that in order to initiate transmission the
receiver needs to know the sender's current tran-
smit buffer state. There are number of ways to
achieve this; First, one method is to incorporate the
IEEE 80211 ad hoc traffic indication message
(ATIM) message [11 in RCS, and use this to
announce transmit buffer existence. Another straight-
forward way is by periodic announcement of the
transmit buffer state from the sender piggybacked
in periodic hello messages. Various polling methods
have been proposed in [7].

It is worth mentioning that these broadcast
frames should be transmitted in a sender-centric
when RCS is
employed for unicast data transmission. It is not

manner by using CSuounv even

practical to apply receiver—centric carrier sense to

broadcast frames since there are usually multiple

receivers for the broadcast frames.

4. Performance Analysis

In this section we derive an analytic model to
study the network capacity of RCS and compare it
with  the
approach. The transmission power is fixed at Prx

legacy sender-centric carrier sense
so that the received power is modeled as Prx = Pry
/1% where r is the distance between sender and
receiver and # is the path loss exponent which
may range from 2 to 5 depending on the path loss
model, The transmission range is K and the
interference range is D.

For the network capacity of the legacy sender-
centric carrier sense approaches, we use and restate
the result in [3] for the comparison purpose. To
derive the capacity of RCS, we consider a honey-
grid topology with 6 interfering nodes shown in
Fig. 2, where nodes are uniformly and indepen-
dently distributed in a unit area of U [3]. The
separation constraint for the RCS are enforced by
placing all the concurrent receivers at least distance
D away from any other receivers and transmitters.
This honey grid is constructed by setting the
distances between RXy and 6 transmitters (TX;~
TXs) by at least D. Similarly, the distances bet-

ween RX,~RXs and TX, are also at least D.

o

R "RX,

Fig. 2 Honey-grid topology with 6 interfering nodes

We first derive the average interference and
Signal to Interference and Noise Ratio (SINR) at a
receiver RXo. Since the interference from the entire
network is in the same order as the interference
from the first tier nodes, we only consider the six
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first tier interfering senders {TXi -, TXs}. The
interference at RX0 from the first tier interfering

nodes can be expresses as follows

6
INT =" INT, =Z—}_)T—.{<6x-—PTX—9
i=1 =t df (R+D) )

where E; is the average distance between TX; and
RXo. The above inequality holds since Pr{d <(R+D)}
<05 g0 that E[d]>(R+D). Therefore the worst
case SINR at RXj is

8
BulR L

D+R)g

SINR =
6 R (2)

Assuming that the entire network area U is large
enough to ignore the edge effect, an area of the
parallelogram is consumed by four concurrent
sender/receiver pairs. Therefore the network capa-
city Tw is expressed by the Shannon capacity [9]
as,

T, =(U/U,)-T,=(U/U,)xB-log,(1+SINR)  (3)

where Us =33x(R+D)' /2 and B is the channel

bandwidth. From (2) and (3), the next inequality
holds

0
TN<%-log2(l+XT) @
where X=(D+R)/R and ( is a constant.

We plot the capacity results of the two protocols
in Fig. 3. We set and B =20MHz and vary 6 from
2 to 5 and obtain the maximum achievable
normalized network capacity for a general topology
of unit area 1m? For a given 6, there is an optimal
value of X that maximizes the capacity for each

cases. For all # values, the maximum capacity of
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Fig. 3 Analytic results

RCS 1is higher than that of legacy sender-centric
carrier sensing mechanism by up to 61.6%, and

51.9% in average.

5. Simulations

In this section we study the impact of traffic
load on the performance of RCS compared to both
sender-centric 802.11 MAC [1] and MUD [8].
RIMA-SP [7] has been shown to outperform
MACA-BI [6] since it prevents the hidden terminal
problem, so we exclude the comparison with
MACA-BI Since RIMA-SP is basically an identical
receiver—centric protocol with MUD, we only show
the comparison with MUD.

The simulations are conducted in a 1000 x
1000(m) area. We wuse the physical and MAC
specifications of IEEE 802.11a [10] and used fixed
data rate of 24 Mbps for data frame transmissions.
The number of randomly placed stationary nodes
increases from 50 to 400. The transmission range
is fixed at 100m. All data points are averaged over
20 runs of the experiment. Fig. 4 illustrates that
both receiver-centric protocols (MUD and RCS)
outperform the sender-centric IEEE 802.11. Since
IEEE 802.11 conducts a very conservative carrier
sensing approach to protect the receivers, it suffers
from severe exposed terminal problems. RCS con-
sistently outperforms MUD by up to 20.9% and
17.6% ‘in average. Although MUD eliminates the
RTS frame to reduce overhead and prevents the
hidden terminal problem, it still suffers from the
exposed terminal problem due to inaccurate channel
assessment. RCS utilizes the highest level of spatial
reuse by exploiting the most number of concurrent

@ —4-RCs
‘g"ﬂ‘ -O-Mup
< 50 >~ EEE 80211

%0 100 150 200 250 300 350 400
Number of nodes

Fig. 4 Simulation results
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transmissions, since RCS overcomes both hidden
and exposed terminal problems via smart channel
assessment. Furthermore, RCS eliminates unneces-
sary ACK frames to reduce overhead. Note that the
receiver—centric approaches still outperform IEEE
802.11 even though they send periodic (one second)
broadcasts of its current buffer state.

6. Conclusion

In this paper, we proposed a receiver-centric

medium access control protocol called RCS. In RCS,
both the receiver and sender make accurate channel
assessment to prevent interference and maximize

spatial reuse. We conducted both analysis and

simulations to show that RCS outperforms legacy
schemes in terms of throughput.
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