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ABSTRACT

An efficient architecture for the reduction of complexity in forward quantization of H.264/AVC is presented in this paper. Since the multiplication operation in forward quantization plays crucial role in complexity of algorithm. More efficient quantization architecture with simplified high speed multiplier is proposed. It uses the modification of the quantization operation and the high speed multiplier is applied for simplification of quantization process.
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1. INTRODUCTION

H.264/AVC is the latest international video coding standard developed jointly by ITU-T Video Coding Expert Group and ISO/IEC Motion Picture Expert Group. The H.264 architecture shows superiority among H.263 + and MPEG-4 Part 2 because of improved prediction methods and coding efficiency. Variable block sized motion estimation, Quarter pixel accuracy motion estimation, motion vectors over picture boundary, integer transform are some of the enhanced feature of H.264/AVC [1-3]. This transform employs the 16 bit integer arithmetic without multiplication between transformed coefficients and scaling factors. A quantization parameter (QP), calculated by the rate control algorithm, is used for determining the quantization step size of transform coefficients in H.264. There are 52 quantization parameter values. These values are arranged so that an increase of 1 in quantization parameter means an increase of quantization step size by approximately 12%. An increase of quantization step size by approximately 12% means roughly a reduction of bit rate by approximately 12%.

1.1 Integer transform and quantization in H.264 Codec

\[ X = (Y \odot C_{256}^{256}) \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 2 & 1 & 0 & 2 \\ 1 & 0 & 1 & 2 \end{bmatrix} \]

Where, \( a = \frac{1}{2}, b = \sqrt{2}/5 \), \( X \) is the input block and \( Y \) output arrays of forward transform. The quantizer operation is defined by,

\[ Z_j = \text{round}(Y_{ij}/Q_{step}) \]

Where, \( Y_{ij} \) is the transformed coefficient, \( Q_{step} \) is the quantization step size and \( Z_j \) is the quantized coefficient. The input block \( X \) is transformed into unscaled coefficients \( W = CX \). Then, each coefficient \( W_{ij} \) is quantized and scaled in a single operation.
The DCT transform is obtained in two steps, core DCT transform and the post scaling multiplication denoted by ⊗. The core 2D transform stage is represented by \( W = C_j X C_j^T \) and can be obtained only with addition and shift operations without any use of multiplication operations. However, the post scaling complexity and also need more space for the hardware implementation compared to that with core transform.

![Fig. 1. H.264 Quantization Unit Architecture with common implementation.](image)

![Fig. 2. The design of architecture. (a) Y. Zhang architecture [4]. (b) Proposed architecture.](image)

### 2. Proposed Algorithm

#### 2.1 Quantizer Optimization

Numerous research works have been conducted for the optimization of quantization process. Zhang et al [4] proposed the new architecture which replaces the multiplier by adders and shifters. This scheme reduces the complexity by cutting down the bit width of multiplication factor MF and 2-bit integer into MF and 2-bit integer. The criterion for the reduction of bit size is specified as \( \delta \). That represents the percentage modification of magnification factor. Here \( \delta \) is specified within the range of \( \pm 7 \) \%

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>Positions</th>
<th>Other positions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

The modified scheme gives the significant reduction in bit width with the reduction of hardware design complexity however the modification percentage \( \delta \) is in the range of \( \pm 7 \) \%. The increase in modification percentage \( \delta \) gives the increase in MSE error. Michael N. M. et al [5] proposed modified architecture based on [4].

Modification percentage \( \delta \) is reduced. However it is still in the range of \( \pm 2.5 \) \%. Both of the above mentioned schemes reduce the complexity by replacing the multiplication operation by addition and shifting. Another method is proposed by G. A. Ruiz et al [5]. This method is more focused on reducing the quantization cost by modifying the quantization operation and applying a truncated Booth multiplier based on adaptive statistical
Table 2: Modified multiplication factor of H.264/AVC

<table>
<thead>
<tr>
<th>QP</th>
<th>Top part</th>
<th>Bottom part</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positions</td>
<td>Positions</td>
</tr>
<tr>
<td></td>
<td>(0,0), (2,2), (0,2)</td>
<td>(1,1), (3,1), (3,3)</td>
</tr>
<tr>
<td>0</td>
<td>102/2^9</td>
<td>5/2^9</td>
</tr>
<tr>
<td>1</td>
<td>90/2^9</td>
<td>9/2^9</td>
</tr>
<tr>
<td>2</td>
<td>81/2^9</td>
<td>1/2^9</td>
</tr>
<tr>
<td>3</td>
<td>9/2^9</td>
<td>29/2^9</td>
</tr>
<tr>
<td>4</td>
<td>1/2^9</td>
<td>13/2^9</td>
</tr>
<tr>
<td>5</td>
<td>7/2^9</td>
<td>23/2^9</td>
</tr>
</tbody>
</table>

Table 2 illustrates the modified multiplication factor in H.264/AVC.

2.2 Proposed Quantization Architecture

Proposed quantization scheme is described in two sections.

2.2.1 Modification in quantization operation

The quantization process is modified as according to [6] prior to multiplication operation. Which makes our algorithm free from creating $W_0$ and subsequent sign conversion.

2.2.2 Simplification of multiplication.

MEB (Modified Booth Encoding) is one of the widely used techniques for the multiplication. There is no doubt that the MEB is efficient as it comes reducing the partial products. That is, the number of partial product row is reduced to n/2 from n. However, because of sign extension prevention and negative encoding so, one extra partial product row is added and of course this partial product row requires not only additional hardware space but the time will also increased. In order to remove the extra product the last negative signal needs to be removed, and thus the time of addition carry save adding stage and hardware required for additional carry save adding will be saved.

In conventional methods, negative number is represented as complement of binary number and adds 1 to complemented number. However, this method produces the propagation delay of the carry, which increases linearly with the increase in word size and it would be much greater than the delay to generate the partial products. Therefore, this procedure will not be suitable for our design. The fastest method to represent the two's complement is complementing all the bits before the rightmost “1” in the given word while the remaining bits after this “1” is kept unchanged. For example the two’s complement of binary number “00101100,” is “11010100,”. In this example the rightmost 1 is supposed to be the bit 2 from left. Now the only the bits located on the left side of the changing bit are complemented while rightmost bits are kept unchanged. The searching of rightmost one however may be more complicated because the previous bits information must be transferred to the MSB. Finally, we should find the most convenient way to find the rightmost bit “1”.

The search of rightmost “1” can be achieved in the most efficient way by a binary search tree like structure. First find the conversion signal for 2-bit group by grouping two consecutive bits and finding the conversion signal in each group. Then we find the conversion signal for 4-bit and then 8-bit and so on. 4 bit signal conversion can be done as in fig. 3.

Applying the 2’s complement method above mentioned, the partial product row is correctly re-
placed without negative signal. Now the multiplication can have a smaller critical path. This avoids having to include one extra carry saving the adding stage.

3. SIMULATION AND RESULTS

Experiments are performed by using the Modelsim simulator by Mentor Graphics and Xilinx ISE. First of all the circuit is designed using Verilog HDL[7,8] and simulated in Modelsim simulator then designed circuit is synthesized with Xilinx Project Navigator 13.1 for Xilinx Virtex5 xc5vlx30. Furthermore, the power consumption by the circuit is estimated using logical picture analysis. Design of the proposed system is tested on 0.35μm with 3.3v supply. In [5] the design is implemented using the truncated booth multiplier. In truncated booth multiplier products of parallel multipliers are rounded to a shorter word size and the least-significant columns of the multiplication matrix are not used. Experimental results show that, by implementing the proposed algorithm gives reduction in both the power consumption[9] as well as the delay of circuit in Table 3.

4. CONCLUSIONS

This Paper presented a new architecture for quantization of H.264/AVC. By using the efficient multiplication technique in the quantization process, the proposed algorithm achieves efficient increase in speed and reduction in power consumption while maintaining the multiplication factor of H.264/AVC is kept unchanged.
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