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( Potential Method for Underwater Communication based upon Source
Tracking Techniques )
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Abstract

Because of the complexity of the underwater environment, the communication has difficulties that can differ significantly
from those in air. The signal is degraded by many random noises. Furthermore, the limit of the bandwidth is a big issue
in underwater communication. Therefore, the array signal processing can be adapted to improve the signal-to-noise ratio.
In this paper, we propose a potential method for underwater communication based upon source tracking techniques. Also, a
new tracking model by using a multi-array sonar and detail of the multi-array sonar configuration are shown in this
paper. The experiment results demonstrated the receiver configuration is very potential to solve communication problems,
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especially in the underwater environment
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array sonar.

I. Introduction

In underwater communication, it is important to

recognize the direction and location of transmitter: 2.
This is especially true in complex conditions that lead
to difficulties in tracking problem, such as the
degrading- signal by random noise sources in
underwater environment™, As shown in the Figure 1,
there is a lot of complex noise background in the sea.
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underwater communication, underwater random noises, underwater target tracking, passive sonar,

In deep water, the sources of noise can be tides,
seismic disturbances, oceanic turbulence, nonlinear
wave interactions, ship traffic, surface waves and
thermal noise™. Therefore, the ambient noise of the
sea usually made measurement or estimation difficult.

Passive sonar receives the signal that the target
emits, then detects and determines the location of the

target[?’]

. There are many advantages in the array
processing such as an increase of the signal-to-noise
ratioSNR)¥ ™ defining the number of sources,
estimating the waveforms of the propagating energy,

and the locations of these sources® . Hence, it is
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effective to track the source using the sonar array in
better
communication. By using two linear sonar arrays
perpendicular to each other, source detection can be
performed with the least target ghosts' .

order to increase SNR for

underwater

In communication, we try to extract as much
information of the transmitter as possible such as
direction of arrival (DOA). In this paper, a new
source finding model by using a multi-array sonar
and configuration of the array are proposed.

This paper is organized as follows. Section 1
addresses the modeling for source tracking. It will
present the related knowledge of our approach. Then,
a detailed description of a configuration for using a
multi-array sonar is defined in sections . In
sections IV and VI the experimental results and
summary are presented to demonstrate the capability
of the proposed configuration.

Seismic noise
Jzl 1. AsjoMel FeHAS
Fig. 1. The noises background of the deep sea.

II. Theoretical background of the modeling
for source tracking

In the continuous-time domain, a sound source
(hereafter moving target) should be defined via its
position, velocity, and acceleration. For simplicity, in
this model, the array sonar is fixed and the moving

source 1s discussed in two dimensions: the X and y

axes. The position ¥(t) and velocity X'(+) vector of

the target are denoted by

x(1)=(x, (1), %, (1)) (1)

(39)

39

X'(6)=(X: (), X,(1)) @)

In addition, by choosing a fixed coordinate system,
the center of the sonar array is located at the origin
of this fixed coordinate system at t=0. The position
vector of the array is defined by

Y(1)=(1.(0).7,(2) 3

The position state vector is defined by the
following matrix

V(1) = col X, (1)=7, (). X (1)., ()=, (2). X, ()]

(4)
The motion equation of the target which describes
the relationship of the velocity, position, and
acceleration, can be found as
0100 0 W
0000 a, (1)
V'(t)= V{e)+ 5
(0] ooy IO+ ®
0000 a,(t)

where @.() and 9 (t) are the acceleration along
an x and v axes, respectively. This equation can be
succinctly expressed by the following equation

V'(£)= AV (t)+u(z) (6)
where u(?) is the acceleration along the x and y
axes, and. 4 is the matrix.
As analyzed, this equation is expressed in a
continuous-time model, so it must be converted into
a discretetime model by using the following

equation

14 (t) = _[ ey (r) dr
=e" _[_T 0Ty (r) dr

(7)
+ f_T ey (r)dr

Besides, in the discrete-time domain, to express



40

AN

ol et

x=
e

the relationship between the velocity and position of
the target at t=IT, the state vector V(1) is defined as
the following discrete-time state equation

700 (IT-7)a, ()
o e |ato

v(l)= 01T v{i-1)+ I(:--)r (IT-7)a, () ®
0001

a,(7)

This state equation presents the relativity of the
array. The source's movement is succinctly expressed
by

v(1)=BV(I-1)+u() )

Also, an observation vector can be estimated and
expressed as a relationship of distance and angle
from the source to the target

x x

X
z= co{tan'1 (—w-—
Xy -

2},\/(Xx-};)2+(Xy *Yy)z]+n
(10)

where 7 is the noise that represents the errors in
measuring. The observation vector is succinctly
expressed by

() =w[r(D]+n(1) (11)

where ®[] is the non-linear transformation that
relates the observation location measurements to the
target location.

Normally, the tracking system has two steps. First,
by using the dynamic state equation (9) based on the
a target’s
position state vector V can be predicted. Second, the

incorporation of past measurements,

state vector's estimate ¥ is updated by correcting

the prediction with current measurement. Assume
that the estimate ¥ (I-11/-1) of the state target at

snapshot /-1 is derived based on the set 211 of the
observations. The state of the target at snapshot 1
can be directly predicted from the dynamic equation

£ZEN Potential & H3

(40)
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when the velocity motion is constant, so that # =0,
The target’s state is defined by

V(1= =BV -1)i~1)] (12)

The is expressed by

2() =RV (D]+n(1), Assuming that the predicted

observation eguation

state is V(I17-1) this measurement can be

forecasted using this equation

z(111-1) =[P (111-1)] (13)

By comparing the estimation value with the actual

value in measuring the location z(!) at a snapshot,
the state estimate at snapshot ! has the following
form

v = vili-1)+ ¢lz0)— 2@li—1)] (14)

To get this equation, the predicted location can be
corrected with a function of the. difference between

the predicted and the observed values. 6l represents
the gain function. In addition when the noise is

absent (n=0) the gain function G[] of the state

update eguation equals to ®[] which is invertible.
The state vector can be predicted by

V(1)=5"[=()

Obviously, during the prediction, a deviation may
appear as the difference between the actual state V

(15)

and the estimate state ¥ (!17). An error vector is

defined as E(11)=v(1)-V(111), and expanded by
using the state estimate equation, the measurement
equation, and the state dynamics equation, as the
following

E(111)=B[r-D]- B[V (1-1}1-1) ]+ u()
c R[B[V~D]+u(l)]+n(l) (16)
[ B[7a-111-p])

From this equation, an attempt can be made to
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analytically obtain the squared error which has the
form as ¢[E'1=¢[EE] and it will be minimized by

varying the gain function G[.].

M. Configuration of the two—array sonar for
source tracking

The sonar array, is chosen to overlap with the x

axis of the coordinate system. As shown in Figure 2,
a target belongs to the left side of #7®.. The linear
equation OS5 has the form Y=Px+Q and crosses

0,(x.5). The P, Q parameters can be calculated by

P:tan(—72£+aj a7

Q=y —-x tan(%ﬂxj (18)

where @ is the angle propagation from the target

to the center of @ray,

Thus, the linear equation for 5 can be expressed

as

v=m( L o] n( 2 ) (19

Similarly, the linear equation @5 can be obtained

as the following form

y=tan(,8)x+[y2—tan(ﬂ)x2] 20

where the position of O is (%.%.) and 3 is the
angle propagation from the target to the center of

arr ayz .
In other case, the target belongs to the right side
of @@, can be shown as in Figure 3. The linear

equation OS5 has the follow form

y:cot(a)x+[yl—cot(a)x1] (21)

ozl 2. 274ef ofzlio] Aufel 2Z Hi|
Fig. 2. The left side configuration of the two-array
sonar.

O 30 2718 ofzlo)l Autef RLEZR HiX|
3. The right side configuration of the two-array
sonar.

And, the form of U5 can be expressed as the

following
y=—tan(,8)x+[y2+tan(,8)xz] (22)
To generalize, we define 1 and r as two new
factors
1 if target in the left side of array,
] = (23)
0 elsewhere
1 if rarget in the right side of array,
r= (24)
0 elsewhere

Finally, the position of S is the root of the

following set of equations
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(y = (cot(a)r+tan[§+a’)l)x
+[yl —(cot(a)r+tan(§+a)l]x,j' (25)

¥ ==(tan(,3)l—-tan(,3)r)x
+[y,~(tan ()1 - tan(B)r)x,]

V. Simulation results and discussion

The model is denoted by a trajectory scenario and
illustrated as the following

v(l) = Bv(I =)+ u(l) + n(l) (26)

where u(l) is an acceleration matrix with u(l)=diag
([025ms? 0.25ms %)) and n(l) is random noise. The
target’s initial estimate is (100m,300m) with velocities

[10my/s, 6m/s] and the position of the center ¥,
(100m,0m)  and  (100m,300m),

and 97, are
respectively.

By using the random noise of 3dB with 40
samplings, the input and estimated locations for this
scenario  are shown in Figure 4. Similarly, a
comparison between the input and estimated locations
by using the random noise of 7dB and 20dB are
presented in Figures 5 and 6, respectively.

As shown in Figure 4, the difference between the
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Fig. 4. The input and estimated location measurement
with random noise 3dB.
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Fig. 6. The input and estimated location measurement
with random noise 20dB.

input and estimate states is less than 5m, proving
that the perpendicular configuration is a good one for
building the estimated location system.

The Root Mean Square Error (RMSE) of the
estimated location results with random noises of 3dB,
7dB, and 20dB at the x and y axes are shown in
Figures 7 and 8, respectively.

At both x and y axes, the random noises are
added. As shown in Figure 7 and 8 the RMSE of
3dB noise value has minimum value and achieves
better tracking result compared to the others. Also,
the RMSE will be increased as the random noise

mncreases.
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Fig. 7. The RMSE of the estimated location on the x
axis.
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Fig. 8 The RMSE of the estimated location on the y
axis.

VI. Summary

By choosing suitable configuration, not only the
number of image ghosts is minimized, but also the
complexity of the communication is reduced. We
proposed a potential method for underwater
communication which increase the SNR by using the
multi-array sonar. The experimental results exhibit
the better and more competitive performance of the

proposed model.
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