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I. INTRODUCTION 
 

In traffic environments, traffic sign recognition (TSR) is 
used to identify traffic signs, warn the driver, and 
command or prohibit certain actions. A fast real-time and 
robust automatic traffic sign detection and recognition 
system can support and disburden the driver, and thus, 
significantly increase driving safety and comfort. 
Generally, traffic signs provide the driver various types of 
information for safe and efficient navigation. Automatic 
recognition of traffic signs is, therefore, important for 
automated intelligent driving vehicles or driver assistance 
systems. However, identification of traffic signs with 
respect to various natural background viewing conditions 
still remains a challenging task. TSR systems usually have 
been developed in two specific phases [1, 2]. The first is 
normally related to the detection of traffic signs in a video 

sequence or image using image processing. The second 
one is related to recognition of these detected signs. The 
detection algorithms are normally based on shape or color 
segmentation. The segmented potential regions are 
extracted to be input in the recognition stage. The 
efficiency and speed of the detection play an important 
role in the system. To recognize traffic signs, various 
methods for automatic traffic sign identification have been 
developed and have shown promising results. 

In recent studies, the detection and recognition of traffic 
signs has been under development in many research centers. 
A vision system for TSR and an integrated autonomous 
vehicle was developed as part of the European research 
project PROMETHEUS at Daimler-Benz Research Center 
[3-6]. Moreover, many techniques have been developed for 
road sign recognition; for example, Pacheco et al. [7] used 
special colored barcodes under road signs to detect the road 
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signs in a vision-based system. 
A tough problem in classifying traffic signs is image 

degradation. However, it is difficult and unrealistic to 
collect all the training data under various conditions, so 
Ishida et al. [8] proposed a generative learning method to 
automatically generate the training data in accordance with 
the actual degradation through the estimation of the 
generative parameters. 

Nunn et al. [9] proposed a novel region of interest 
concept that was based on the known real world positions of 
traffic signs in different driving situations. 

In [10], Escalera et al. developed a model that represented 
a sign at a fixed distance, perpendicular to the optical axis, 
located at the centre of the image. 

Fleyeh et al. [11] developed a fuzzy-based approach to 
recognizing traffic signs combining color and shape 
information. 

The majority of recently published sign detection 
approaches make use of color information [7, 12-15]. They 
share a common two-step strategy. First, pre-segmentation is 
employed by a thresholding operation on the individual 
authors’ favorite color representation. Some authors perform 
this directly in RGB space; others apply linear or nonlinear 
transformations of it. Subsequently, a final detection 
decision is obtained from shape-based features, applied only 
to the pre-segmented regions.  

This paper proposes developing segmentation techniques 
such as line segmentation and single sign segmentation for 
the efficiency and speed of the system. In the detection 
phase, the acquisition image is processed, enhanced, and 
finally segmented according to the color and shape 
properties of the sign. The segmentation accuracy depends 
on the number of correct segments obtained and the number 
of correct segments expected. In single sign segmentation, 
the segmentation accuracy is almost 99.04%. Therefore, 
automatic road sign recognizer systems can easily detect 
traffic sign images from a complex background.  

The remainder of this paper is organized as follows: In 
Section II, we present a system overview. In Section III, we 
give detailed description of the image processing stages. 
The descriptions of line segmentation and single sign 
segmentation are given in Sections IV and V, respectively. 
In Section VI and VII, we present the representative 
experimental results and conclusion, respectively. 
 
 
II. SYSTEM OVERVIEW 
 

The overall system contains two major parts: image 
segmentation and object recognition [13, 16], as shown in 
Fig. 1. We perform the overall task in four phases. In the 
first phase, a list of traffic signs are processed and stored in 
the database.  

Fig. 1. Block diagram of overall system. 
 
 
In the second phase, detection of the location of the sign 

in the image is performed, and the image extracted by a 
video camera. In the third phase, the images are 
preprocessed through an image processing technique such as 
the threshold technique. In the fourth phase, recognition of 
the sign takes place. Recognition of the traffic road sign 
patterns uses concavity measurement techniques. 
 
 
III. IMAGE PROCESSING 

 
Two types of image processing are discussed in this paper. 

In the first type, video camera will select image processing 
with which a list of road signs is processed and then the   
selected image is processed through several steps. The 
image input from the video sequence containing the natural 
background with a view of the image is fed into the system, 
as shown in Fig. 2. 

 
Steps: 
1. Color segmentation.  
2. Detect edges with edge detector algorithm. 
3. Remove objects with less than 30 red pixels.  
4. Mark the bounding boxes of the objects.  
5. Remove objects whose highest red pixel is located below 

row 310 of the original images, setting the origin (0, 0) 
of the coordinate system to the upper-left corner. 

6. Remove objects with height/width ratios not in the range. 
7. Check existence of the corners of each object. 
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Fig. 2. The picture selected by the camera. 
 
 

7.1. Find the red pixel with the smallest row number. 
 

Grayscale conversion is one of the simplest image 
enhancement techniques. Grayscale conversion can be 
performed using the following function as given below: 
 

( )xfg =                       (1) 
 
where x  is original image and g  is the converted gray 
level image. 

Linear conversion is given as 
 

caxg +=                      (2) 
 
where a  is the gain, and c  is the offset. 

A contrast stretch is further performed by linear 
conversion such that we have   
 

( ) minmin
minmax

minmax gxx
xx
ggG +−×

−
−=      (3) 

 

where maxx  and minx  are the maximum and minimum 

value of original image, respectively. maxg and ming  are 
the maximum and minimum values of the gray level image, 
respectively.  

When there are many such pixels, we choose the pixel 
with the smallest column number, as shown in Fig. 3. 
 

7.2. Find the red pixels with the smallest and the largest 
column numbers. If there are multiple choices, 
choose those with the largest row numbers.  

7.3. Mark locations of these three pixels in the imaginary 
nine equal regions, setting their corresponding 
contain-ing regions to 1, as shown in Fig. 4. 

 
Fig. 3. Gray level image. 

 
 

7.4. Remove the object if these pixels do not form any 
of the patterns listed in the database. 

8. For each surviving bounding box, extract the corres-
ponding rectangular, circle, triangle area from the 
original image and save it into the region of interest 
(RoI) list, as shown in Fig. 5. 

 
 
 
IV. LINE SEGMENTATION 
 

In searching for the beginning of a line, the system 
searches for the occurrence of a 0 in the bitmap. If one or 
more 0 are found in the row in consideration, then this row 
is accepted as the starting row of the line. The process is 
continued through the consecutive rows in this way until it 
has been found that there are no 0s in a row and the row 
immediately before this row is considered to be the ending 
row of the line, as shown in Fig. 6. 
 
 

 
Fig. 4. Mark location of pixels. 
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Fig. 5. Extraction traffic sign. 

 
  
To search for the starting column of the line, the system 

scans the binary file vertically beginning from the starting 
row and ending at the ending row of the line. In this case, 
the scanning process will start from the starting column of 
the binary file and continue through the consecutive 
columns. If the system finds the occurrence of one or more 
0’s in a column, this column is considered to be the starting 
column of the line. 
 
 
V. SINGLE SIGN SEGMENTATION 

 
Single sign segmentation is performed by scanning 

vertically, column-by-column. If a column contains one or 
more 0’s, this column is considered to be the starting 
column position of the sign. The process is continued 
through the consecutive columns in this way until it has 
been found that there are no 0s in a column and the column 
immediately before this column is considered to be the 
ending column of each sign. Fig. 7 shows the starting 
column and ending column of each sign. 
 

 
Fig. 6. Binary representation of a sign by using line segmentation. 

 
Fig. 7. Single sign separation from line representation binary image. 

 
 
VI. EXPERIMENTAL RESULTS 
 

In our experiments, the developed system was tested 
against a collection of 200 sign images. The objective of the 
section is to study the segmentation and recognition 
performance of the system as like [17].  

Each type of traffic sign is consisted of an original and a 
binary image with a specific pattern. If the original image of 
the traffic sign is effectively extracted, it can provide a 
stable basis for traffic sign recognition. Within detection of 
the traffic sign region in the original image, the binary 
image of the traffic sign can be effectively extracted by line 
and single sign segmentation. The formulas of image 
segmentation for extraction of the binary image are given as 
follows: 
 

( )( )
( )( )⎩

⎨
⎧

<++
>++

=
TCqRpRif
TCqRpRif

B
lefttop

lefttop
img ,,0

,,1
    (4) 

 

minRRT avg ×+×= βα                    (5) 
 
where topR and leftC represent row and column 

coordinates of the top and left corner of the traffic sign 
region, respectively. ( )lefttop CqRpR ++ , shows pixels  

R channel gray values on location ( )lefttop CqRp ++ , of 

the original image. avgR and minR represent the average 

value and the minimum value of all pixel channels’ gray 
value in the traffic sign region. α  and β  are coefficients 
that define values in the interval [0, 1]. 

The results of different modules of our system are below: 
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The percentage of accuracy of single sign segmentation η  
was calculated by using following equation: 
 

100
exp

×=
N
Nobtη                 (6) 

 

where obtN and expN  represent the number of correct 

segments obtained and expected, respectively. Table 1 
shows that the proposed scheme can provide 99.04% of 
single segmentation accuracy.   

The percentage of accuracy of the extracted sign λ  was 
calculated using the following equation: 
 

100×=
imgeclipping

signextract

N
N

λ               (7) 

 

where signextractN and  represent the number of 

the extracted signs and clipped images, respectively. Table 2 
shows that we can obtain 87.3% of sign extraction accuracy 
through the proposed scheme. 

The percentage of accuracy of recognition δ was 
calculated using the following equation: 
 

signtest

signreg

N
N

_

_=δ                        (8) 

 

where signregN _ and signtestN _ represent the recognized sign 

and tested sign, respectively. Table 3 finally shows that we 
can obtain 94% of recognition accuracy through the 
proposed scheme.  
 
 
Table 1. Single segmentation accuracy results 

Segmentation 
type 

No. of correct 
segmentations 

expected 

No. of correct 
segmentations 

obtained 

Segmentation 
accuracy, 

η (%) 
Single sign 

segmentation 210 208 99.04 

 

Table 2. Sign extraction accuracy result 

No. of clipping 
images Extracted signs 

Extraction accuracy, 
λ  (%) 

55 48 100
55
48 ×=

 

Table 3. Recognition accuracy results 

Tested signs Recognized signs 
Recognition 

accuracy, δ  (%) 

50 47 100
50
47 ×=

 

VII. CONCLUSIONS 
 
Road signs are deliberately designed and positioned to 

make it easy for humans to detect them and recognize what 
they mean. It is still a challenge to enable a computer to 
perform as well as humans, especially over the full range of 
possible signs. While sign detection methods are robust and 
accurate, sign recognition suffers because the extracted sign 
regions are small and often blurred. In the paper, we have 
implemented the proposed scheme and obtained numerical 
results. Firstly, we have taken a list of traffic sign, processed 
the signs, and stored them in a database. If the two signs are 
closely related, the segmentation process is not accurate 
because overlap may occur. In single sign segmentation, the 
segmentation accuracy is almost 99.04%. Traffic signs are 
extracted accurately from the selected image from the 
camera. Therefore, automatic road sign recognizer systems 
easily detect traffic sign images from a complex background. 
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