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Abstract: Many hand gesture recognition systems using advanced computer vision techniques to 
eliminate the need for a TV remote controller have been proposed. Nevertheless, some issues still 
remain, such as high computational complexity and insufficient information on the target object 
and background. Moreover, none of the proposed techniques consider how to enter the control 
mode of the system. This means that they may need a TV remote controller to enter the control 
mode. This paper proposes a hand mouse system using a pre-defined gesture with high background 
adaptability. By doing so, a remote controller to enter the control mode of the IPTV system can be 
eliminated. 
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1. Introduction 

Currently, the importance of the interaction between a 
human and computer is emphasized due to the increase in 
various digital devices. In particular, the user interface 
using human motion has come into the spotlight as a 
human-computer interaction (HCI). The user interface 
using human motion is used for a range of applications, 
such as augmented reality, video games and controlling 
Internet Protocol TeleVision (IPTV). Using the motion 
recognition system, digital devices, such as IPTV can be 
controlled without the need for a remote controller. 
Furthermore, a range of services that had previously been 
impossible will become achievable with the proposed 
system. 

To control IPTV using the HCI systems, it is important 
to determine the target object that controls the device. A 
range of object detection and tracking techniques have 
been used to achieve this. Almost all object detection 
algorithms use the color and/or the shape of the target 
object. Skin color information is commonly used to detect 
the target object because the hand is the most common 

target object [1]. On the other hand, object detection 
algorithms based on skin color are affected by the 
individual or racial difference of skin color and 
illumination. Although they are not based on skin color, all 
specific color-based object detection algorithms have the 
same weakness. The object detection algorithms based on 
the shape of the target object [2] are influenced less by the 
color or illumination of the target object, but cannot 
distinguish what is the target object when many hands are 
observed. The template matching method [3] uses both 
color and shape, but cannot overcome the weakness. The 
observed hands can be distinguished using face recognition 
[4] and pose estimation [5] techniques, but it requires 
information on the user’s face. 

To overcome these problems, this paper proposes a 
hand mouse system using a pre-defined gesture. The 
proposed system detects all moving objects in a video 
frame, and the observed objects are linked to motion 
sequences. If a motion sequence is detected as a pre-
defined gesture, the object of the motion sequence is 
defined by the target object. The target object can be 
detected without additional information, such as shape and 
color. On the other hand, the proposed algorithm is based 
on movement, making the target object’s boundary 
difficult to detect accurately. Unfortunately, when target 
object detection is inaccurate, the performance of the 
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object tracking algorithm is degraded because an 
inaccurate region of the target object can include a high 
proportion of background regions. To supplement this 
weakness, the Adaptive Background model for the 
Camshift (ABCshift, [14]) algorithm was used to track the 
target object. The ABCshift algorithm has good 
adaptability to the background. The proposed hand mouse 
system can then recognize a hand without additional 
information with good tracking performance. 

The remainder of the paper is organized as follows. 
Section II explains the overall structure of the proposed 
system, and Section III explains the proposed system. 
Section IV shows the simulation result. Finally, the 
conclusions are reported in section V. 

2. Overall Structure 

The proposed algorithm consists of three modes: 
observe mode, learning mode and control mode. Fig. 1 
shows the flow of the proposed system in three modes. The 
aim of the algorithm in observe mode is to detect the target 
object. The target object is determined by the hand that 
shows the pre-defined gesture. The algorithm in learning 
mode prepares to track the target object, where they collect 
information on the target object. The algorithm in control 
mode tracks the target object to provide a range of services 
for the user. 

In observe mode, the proposed algorithm operates as 
follows. First, a pixel-based moving object detection 
algorithm is used. The detected moving pixels are 
converted to object units using the clustering algorithm. 
After moving objects are detected, the motion sequences of 
the moving objects are generated over many video frames. 
The sequence detection algorithm is used to determine if 
each sequence is a pre-defined gesture. If one of the 
sequences is a pre-defined gesture, the object is then 
determined by the target object and the system turns over 
to learning mode. 

In learning mode, the size of the target object is 
determined by machine learning. During size learning, if 
the size of the target object is out of the permissible range, 
learning fails and returns to observe mode. If the size 
learning is complete, the system turns over to control mode. 

In control mode, the ABCshift algorithm is used to 
track the target object. During tracking, the user can use all 
IPTV services, such as web surfing. On the other hand, this 

paper does not deal with applications but only with the 
tracking algorithm. If the command gesture for the finish is 
detected, the system returns to observe mode. 

3. The Proposed Algorithm 

3.1 Observe Mode 
Fig. 2 shows the flow of the proposed algorithm in 

observe mode. Observe mode detects the target object 
using a pre-defined gesture. The proposed algorithm 
follows the following four steps: pixel based moving 
object detection, noise elimination, clustering and gesture 
detection. 

 
 

 

Fig. 2. The flow chart of the proposed algorithm in 
observe mode. 

3.1.1 Pixel-Based Moving Object Detection 
In the proposed system, the frame voting algorithm [6] 

is used to detect moving objects. Many pixel-based 
moving object detection algorithms are explained in 
reference [7]. The frame voting algorithm is based on the 
difference in images between the present frame and 
previous frames. The advantages of the algorithms based 
on the differences in images are the low computational 
complexity and high sensitivity to temporal changes. 
Although they are weak in terms of noise and afterimages, 
they are good for situations when there is no background 
information. The frame voting algorithm complements the 
weaknesses of the afterimages. Using the frame voting 
algorithm, improved performances can be achieved with 
low computational complexity. 

 

Fig. 1. The flow of the proposed system with three
modes. 

 

Fig. 1. The flow of the proposed system with three
modes. 

The frame voting algorithm uses the temporal 
differences in color over a set of multiple recent frames. In 
this paper, the recent eight frames were used. The frame 
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voting formula of the moving object in the nth frame can be 
expressed as follows: 
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and Ik is an image matrix of time k, where Ik(x, y) is the 
RGB color value of (x, y) coordinate in the kth image 
matrix. τ is an empirical threshold. 

The frame voting algorithm counts up every time the 
temporal difference between the present frame and each 
previous frame is larger than τ. If the total counted number, 
FV(x, y), is larger than 3, the pixel of (x, y) is detected as 
the pixel on a moving object. Fig. 3 shows an example of 
the result of frame voting. In the simple difference image 
(left), the hole of the arm by the afterimage effect is clearly 
observed, but it is removed in the result image of the frame 
voting algorithm. The frame voting algorithm has strong 
resistance to the afterimage effect, but the afterimage 
effect still exists if an observed object moves too slowly. 
In addition, the frame voting algorithm is so sensitive that 
small human vibrations can be a detrimental factor. Owing 
to these two weaknesses, the noise elimination algorithm 
should be done after the frame voting algorithm. 

 

 

Fig. 3. Comparisons of pixel-based moving object 
detection algorithms when n=14. The left image is the 
result of the simple difference image, and the right 
image is the  result of the frame voting algorithm. 

3.1.2 Noise Elimination 
Noise caused by vibrations after pixel-based moving 

object detection can be serious because it is based on 
temporal differences. To overcome this, the erosion-
dilation algorithm is used to eliminate noise. The erosion-
dilation algorithm is not a powerful noise elimination 
algorithm, but has low computational complexity and is 
sufficient to eliminate the noise caused by vibrations. 

The erosion-dilation algorithm performs the erosion 
operation first followed by the dilation operation. The 
erosion and dilation operations are the fundamental 
operations in morphological image processing, which are 
explained in reference [8]. The noise is eliminated by the 
erosion operation, but the detected object becomes small. 
Therefore, its size is restored by the dilation operation. 

3.1.3 Clustering 
To detect a pre-defined gesture, each set of moving 

pixels should be classified by a clustering algorithm and 
converted to object units. The K-mean algorithm [9] and 
Gaussian mixture model (GMM) [10] are well-known 
algorithms for clustering. On the other hand, to implement 
them, it is important to know how many moving objects 
exist. The density-based spatial clustering of applications 
with a noise (DBSCAN) algorithm [11] does not need to 
know about moving objects and achieves good 
performance. Therefore, it is used in the proposed system. 
On the other hand, it has high computational complexity, 
so the DBSCAN algorithm based on the sub-pixel is used. 
A sub-pixel consists of 5x5 pixels, and the sub-pixel 
generation process can be substituted by down-scaling. 

The DBSCAN algorithm uses two global parameters, 
Eps and MinPts. Eps is the maximum distance between 
pixels when comprised of a single cluster. MinPts is the 
minimum number of points when being comprised of a 
single cluster. The DBSCAN algorithm defines the three 
types of points: core point, border point and noise point. 
The core points are the pixels with more neighboring 
pixels than MinPts within Eps. The border points are not 
the core points, but the neighboring pixels of the core 
points. The noise points are the remaining pixels. 

The DBSCAN algorithm is operated in four steps. In 
the first step, all points are classified as the core points, 
border points and noise points. In the second step, the 
noise points are removed. In the third step, all core points 
around Eps are classified as a single cluster. In the final 
step, each border point is classified as the cluster of the 
nearest core point. Subsequently, all pixels, except for the 
noise pixels, are converted to an object unit. As the 
purpose was to detect a hand gesture, a wrist elimination 
algorithm was used after the DBSCAN algorithm. If the 
height of the bounding quadrangle of each object is longer 
than its width, then the lower part of the object is removed. 

3.1.4 Gesture Detection 
The sequences of the moving objects should be 

generated for gesture detection. The Viterbi algorithm [12] 
was used to generate the sequences. The Viterbi algorithm 
is the sequence detection algorithm. On the other hand, in 
this paper, it was used to estimate the object motions. The 
Viterbi algorithm is optimal if the sequence follows the 
Markov properties. Using the equation of the optimality of 
Viterbi algorithm, the sequence {q1

*q2
* … qt

*} is generated 
by following: 
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According to (3), each object selects the object with the 

highest conditional probability P(qk|qk+1), and the optimal 
sequences are generated by linking them. In this study, it 
was assumed that the conditional probability is highest 
when the distance between the mean locations is shortest. 
The mean location (m10, m01) was obtained by the first 
moments, which were obtained by 
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Fig. 4 shows the optimal sequences generated by the 

Viterbi algorithm. Each object selects one of the next 
objects on its right, and the sequences of each object in the 
present frame (the farthest left) are then generated. In Fig. 
4 the sequence of the red dotted line {000121} is the 
optimal sequence for object #0 in the present frame. In the 
figure, three sequences {000121}, {111000} and 
{222121} are detected, and all motion sequences of the 
objects in the present frame are then obtained. 

 

 

Fig. 4. The optimal sequences generated by the Viterbi 
algorithm. The number of moving objects can be 
different according to the frame. 

 

The assumption was that the motion of a pre-defined 
gesture is shaking from side to side. By this assumption, 
whether or not each motion sequence is a pre-defined 
gesture is detected by the changes in m10, and m01 is not 
used because it is affected significantly by wrist motion. If 
direction of changes of m10 turns the direction more than 
three times within 15 frames, the motion sequence is 
detected as a pre-defined gesture, and the object is 
determined by the target object. On the other hand, there is 
no need to select the sequence if one of the changes in m10 
is too large. After the target object is determined, the 
proposed system changes to learning mode. 

3.2 Learning Mode 
The learning mode begins when the target object is 

determined in observe mode. In learning mode, the size of 
the region of interest (ROI) is determined based on the 
assumption that the shape of ROI is a circle. A circle is one 
of the simplest shapes that can include the entire hand. The 
size of the ROI is then determined by the radius of the ROI, 
and is defined as the average radius of bounding circles of 
the moving objects within 5 frames. If at least one of the 
radii of the bounding circles is out of the permissible range, 
size learning fails and the system returns to observe mode. 
If the size learning succeeds, the proposed system changes 
to control mode. 

3.3 Tracking Mode 
The ABCshift [14] algorithm is used to track the target 

object. The ABCshift algorithm has high background 
adaptability. The ABCshift algorithm is based on the 
mean-shift tracking algorithm. The mean-shift tracking 
algorithm is good for when the shape of the target object is 
changed dynamically as in a hand gesture. Furthermore, 

the mean-shift algorithm has low computational 
complexity. 

In the tracking algorithms based on the mean-shift 
algorithm, the continuously adaptive mean-shift 
(CAMshift) algorithm [13] is commonly used, but does not 
consider the background. Therefore, the ABCshift 
algorithm [14] is proposed. The ABCshift algorithm has 
greater adaptability than the CAMshift algorithm because 
of its ability to allocate weights more efficiently in a 
Bayesian sense by considering the background. 

3.3.1 Mean-Shift Tracking Algorithm 
The mean-shift algorithm is the optimization algorithm 

that searches the local maximum. In tracking, the mean-
shift algorithm searches the kernel with the largest sum of 
weights of pixels near the ROI of the previous frame. The 
weights of the pixels are determined by their color, and the 
weight function is explained in the next sub-section. 

The mean-shift algorithm follows the following five 
iterative steps. In step 1, the size of the search window is 
set. In step 2, the center of the search window is set by the 
center of the ROI. In step 3, the mean location (m10, m01) 
of the search window is calculated. The mean location is 
obtained by the first moment of weights, which is 
determined by the feature-color. In step 4, the center of the 
search window is set by the mean location obtained in step 
3. In step 5, steps 3 and 4 are repeated until convergence is 
achieved. If the mean location converges, the mean 
location is set as the center of a new ROI of the present 
frame. 

3.3.2 Weight Function of the ABCshift 
Algorithm 

Fig. 5 shows the ROI and adjacent background region 
(ABR). The red circle in Fig. 5 is the ROI, which is 
detected by the proposed object detection algorithm. The 
ABR is defined as the neighborhood region of the ROI, 
and in the present case, is a donut with the same center 
point of the ROI but double the radius. The proposed 
algorithm detects the location of the target object but the 
ROI also includes a substantial portion of the white wall. 
The white color pixels provide faulty information 
regarding the color of the target object. This is critical to 
the color-based tracking algorithm, but the ABCshift 
algorithm can supplement the weakness using a modified 
weight function. 

In the ABCshift algorithm, the probability that a color c 
is in ROI is used as the weight function. To obtain the 
weight function, the conditional color probabilities are 
defined as follows: 
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where I(x, y) is the color of the pixel of coordinate (x, y), 
and NROI(c) and NBG(c) are the numbers of pixels in color c 
in the ROI and background region, respectively, and NROI 
and NBG are the total number of the pixels in ROI and 
background, respectively. In reference [14], the 
background region is defined as the entire region except 
for the ROI, but in the present case, it is defined as the 
ABR. Because all the tracking algorithms search the target 
object around the previous location, the remaining region 
except for the ABR is unnecessary. In addition, the color 
distribution of ABR is more important than the color 
distribution of the entire background region. 

Using the Bayes’ rule, the conditional probability (5) 
can be expressed as 
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Fig. 6. The original image and results of the moving
object detection when n=16 (a) The original image, (b)
The result of frame voting algorithm, (c) The result of
erosion-dilation algorithm, (d) The result of DBSCAN
algorithm and wrist elimination algorithm. 

 
 

Fig. 7. The results of ABCshift algorithm. (a) n=86, (b)
n=89, (c) n=92, (d) n=95. 

 

 

Fig. 5. The region of interest (ROI, red circle) and
adjacent background region (ABR, green donut). 

 

 
where P(ROI) and P(BG) are constants, and the sum of 
them should be one. Bradski [15] recommends a value of 
0.5 for them. 

4. Simulation Results 

A range of algorithms of the proposed hand mouse 
system are proposed. This section shows the simulation 
results. The algorithms can be classified according to their 
purpose. The algorithms in observe mode detect the target 
object, and the other algorithms track the target object. 

Fig. 6 shows the result of each algorithm in observe 
mode. Fig. 6(a) and (b) shows the original image and the 
result of the frame voting algorithm, respectively. The man 
is shaking his hand, and his arm is detected as a moving 
object. On the other hand, by frame voting, some noise 
caused by vibrations is observed. Fig. 6(c) shows the result 
of the erosion-dilation algorithm of eliminating noise, so 
almost all of vibrations are removed. Fig. 6(d) shows the 

result of the sub-pixel-based DBSCAN algorithm and wrist 
elimination algorithm. Fig. 7 presents the results of the 
ABCshift algorithm for tracking the target object (a hand). 

5. Conclusion 

This paper proposed a hand mouse system with little 
information on the situation. When information on the user 
and background is unavailable, the proposed system can 
succeed using only pre-defined gesture. Furthermore, the 
system has low computational complexity. On the other 
hand, the proposed system still has some issues, such as 
collisions between moving objects, which need to be 
addressed before it can be used in practical situations. 
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