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I. INTRODUCTION  
 
Facial expressions are a fundamental element of our daily 

social interactions. Faces exhibit a rich set of details about 
someone’s mental status, intentions, concerns, reactions, and 
feelings [1]. Expressions and other facial gestures are an 
essential component of nonverbal communication. They are 
critical in emotional and social behavior analysis, humanoid 
robots, facial animation, and perceptual interfaces. 

We aim to develop a prototype system that takes real-time 
video input from a webcam, tracks facial landmarks from a 
subject looking at the camera, and provides expression re-
cognition results. The system includes use of a 3D generic 
face model [2, 3], adaptation of the generic face model to a 
user, tracking of 3D facial landmarks, analysis of the set of 

expressions, and real-time frame rate implementation. The 
approach is illustrated in Fig. 1.  

First, we use a real-time 3D head tracking module, which 
was developed in our lab [4], to track a person’s head in 3D 
(6 degrees of freedom). We use a RGB video as the input, 
detect frontal faces [5, 6], extract facial landmarks from a 
neutral face [7-10], deform a 3D generic face model to fit 
the input face [3, 4, 10], and track the 3D head motion from 
the video using the updated 3D face. 

Second, the main contribution is a landmark tracking 
algorithm. We combine 2D landmark tracking and 3D face 
pose tracking. In each frame, we predict the locations of 2D 
facial landmarks using the 3D model, check the consistency 
between 2D tracking and prediction, and update the 3D 
landmarks. This integrated tracking loop enables efficiently  

___________________________________________________________________________________________ 
  
Received 03 April 2013, Revised 29 April 2013, Accepted 10 May 2013 
*Corresponding Author Jongmoo Choi (E-mail: jongmooc@usc.edu, Tel: +1-213-740-0991) 
Computer Vision Lab, Institute for Robotics and Intelligent Systems, University of Southern California, Los Angeles, CA 90089, USA. 
 

 http://dx.doi.org/10.6109/jicce.2013.11.3.207  print ISSN: 2234-8255  online ISSN: 2234-8883 

This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/li-censes/by-
nc/3.0/) which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited. 

Copyright ⓒ The Korea Institute of Information and Communication Engineering 

 

 

J. lnf. Commun. Converg. Eng. 11(3): 207-215, Sep. 2013                       Regular paper 
 

3D Facial Landmark Tracking and Facial Expression 
Recognition 
 
Gérard Medioni, Jongmoo Choi*, Matthieu Labeau, Jatuporn Toy Leksut, and Lingchao Meng, Member, KIICE 
Computer Vision Lab, Institute for Robotics and Intelligent Systems, University of Southern California, Los Angeles, CA 90089, USA  

 
Abstract 
In this paper, we address the challenging computer vision problem of obtaining a reliable facial expression analysis from a 
naturally interacting person. We propose a system that combines a 3D generic face model, 3D head tracking, and 2D tracker to 
track facial landmarks and recognize expressions. First, we extract facial landmarks from a neutral frontal face, and then we 
deform a 3D generic face to fit the input face. Next, we use our real-time 3D head tracking module to track a person’s head in 
3D and predict facial landmark positions in 2D using the projection from the updated 3D face model. Finally, we use tracked 
2D landmarks to update the 3D landmarks. This integrated tracking loop enables efficient tracking of the non-rigid parts of a 
face in the presence of large 3D head motion. We conducted experiments for facial expression recognition using both frame-
based and sequence-based approaches. Our method provides a 75.9% recognition rate in 8 subjects with 7 key expressions. 
Our approach provides a considerable step forward toward new applications including human-computer interactions, behavioral 
science, robotics, and game applications. 
 
Index Terms: Computer vision, Facial expression recognition, Facial landmark tracking, 3D-face tracking  

Open Access 



J. lnf. Commun. 

http://dx.doi.org/

Fig. 1. Overvie

 
 

tracking the d
the presence o

Third, we h
recognition us
Our method pr
7 key expressi
and neutral). 

The rest of
provides a sh
cribes the prop
to expression
preliminary ex
bases. Conclu
 
 
II. RELATE

 
Active shap

deformation a
are learned u
active appear
shapes but als
3D deformabl
2D+3D AAM
show a 3D m
recognition. In
model consist
with each po
exhaustive lo
estimate and 
are presented 

Facial expr
variations is i
In [17], Zhu
decompositio
neously. Vogl
and a 3D defo
from tracked 
shape-space, 

Converg. Eng. 11

/10.6109/jicce.20

ew of the system.

deformations o
of large 3D hea
have conducted
sing a standard 
rovides a 75.9%
ions (joy, surpr
  

f the paper is 
hort review of 
posed 3D facia

n inference and
xperimental re
usions are give

ED WORK 

pe models (ASM
as a linear com
using Principa
rance model (
so appearance 
le models have

M is presented i
morphable mod
n [15], Gu and
ting of sparse 

oint. Constraine
ocal search for 

finding the glo
in [16]. 

ression analys
important for i

u and Ji propo
on to estimate t
ler et al. [18] u
ormable mode
features. Tahe
an approximat

1(3): 207-215, Se

013.11.3.207 

 

of the non-rigid
ad motion. 

d experiments f
d dynamic time 
% recognition r
rise, fear, ange

organized as 
the related wo

al landmark trac
d the improve
sults using faci

en in Section IV

M) [7, 8, 11] app
mbination of b
l Component 
(AAM) [8, 13
models from t

e also been pro
in [13]. In [14
del for facial a
d Kanade presen
3D points and 
ed local mode
each landmar

obal non-rigid

sis in the pres
interaction with
osed a norma
the pose and e
ses ASM to tra
l to infer the fa
ri et al. [19] sh
tion to the proj

p. 2013 

d parts of a fa

for facial expre
warping algor

ate (8 subjects)
er, disgust, sadn

follows. Sectio
ork. Section III 
cking, our appr
ments needed,
ial expression d
V. 

proximate 2D s
basis shapes w
Analysis [12]

3] learns not
texture informa

oposed. A comb
], Blanz and V
animation and 
nt a 3D deform
patches assoc

els, per-formin
rk around a cu
d shape parame

ence of wide 
h multiple pers

alized single v
expression sim
ack reliable fea
face shape and 
hows that the a
jective shape-s

208

ace in 

ession 
rithm. 
) with 
dness, 

on II 
I des-
roach 
, and 
data-

shape 
which 
]. An 
only 

mation. 
bined 

Vetter 
face 

mable 
ciated 
ng an 
urrent 
eters, 

pose 
sons. 
value 

multa-
atures 
pose 

affine 
space, 

for 
prop
poin
perf
mali
facia
dim

O
pose
facia
low-
nove
facia
 
 
III. 
 
A. O
 

T
(tak
the 
the r
form
relie
track
defi
Inde
poin
dete
mati
expr

T
loca
alon
tern
occl
the 
head

2D facial lan
perties and non
nts on the Gras
form expressio
ization. Facial 
al features [17,
ensional manif

Our method le
e and surface 
al features. In 
-dimensional s
el spatio-temp
al expressions.

SYSTEM M

Overview

The goal of th
en from a web
emotions expr
recognition, w

mation and cla
es on facial m
k a set of featu
ne using the ey
eed, through a
nts, we can a
ermine facial 
ion, as it is eas
ressions. 

The approach st
ate predefined 
ng the video s
al reasons, c
lusions occur r
difficulty is n
d (change of p

ndmark config
n-rigid deform
ssmannian man
on analysis wit
expression ana
 19, 20], which
folds [21].  
verages the ac
model to inf
addition, intra

spatio-tempora
poral alignme
. 

ODEL 

he system is, 
bcam) of a fac
ressed by the 

we need to colle
ssify it into ex
otion and defo

ure points, calle
yes, the eyebro
a determined 
analyze the de
expressions: t

sy for a human

tarts with face 
key points on

stream. It is a 
hanges in re

regularly. The 
ot translations

pose)—these ch

gurations has 
mations can be 

nifold, which c
thout the need

alysis is perform
h can be repre

accurate estima
fer non-rigid m
a/interclass va
al manifold are
ent algorithm 

given as inpu
ce, to recogniz
person. In ord
ect appearance
xpressions. Th
ormations. We
led facial landm
ows, the nose, 
number of th
eformations a
they carry im

n to identify an

 detection. The
n the face and 

difficult task
esolution, illum
subject will pr

s, but about ro
hange the app

 

Grassmannian
represented as
can be used to

d for pose nor-
med on tracked
sented in low-

ation of a 3D
motion of 3D

ariations in the
e handled by a

to recognize

ut a 2D video
ze in real-time
der to perform
e and shape in-
his information
e consequently
marks, that we
and the mouth

hese particular
and accurately
mportant infor-
nother human’s

en, we need to
to track them

; first, for ex-
mination, and
robably move;
otations of the
earance of the

n 
s 
o 
-
d 
-

D 
D 
e 
a 
e 

o 
e 

m 
-
n 
y 
e 
h. 
r 
y 
-
s 

o 
m 
-
d 
; 
e 
e 



face. The ne
deformable a
ween non-rig
parts of the fa
rigid ones. T
tracking. 

As shown 
modules: 3D 
recognition. 3
described in [
generic 3D m
generic mode
found using 
mesh to obtai

To perform
of information
face model th
to use a classi
whose initial 
3D model and
monitor this 2

The difficu
positions cann
and we need 
formations. W
loop that uses
landmarks co
images, to ev
tracking to up
handle face 
points on an 
constraints of
move vertical
frame).  

 
B. 3D Faci

 
1) 3D Face M

Described 
initial 3D mo
and 3D face m
can either be
from a databa
is warped orth
user’s face in
marks extract
to compute 3
expression ch
points. The ro
3D keypoints
profile view. 
points, accord
between the 3

ext difficulty 
and highly com
gid landmarks, 
ace and so muc

These two cate

in Fig. 1, our 
face tracking, l
3D face tracki
[4]. It detects t
model to it us
el are aligned w
ASM, allowin

in a 3D model 
m landmark tra

n: the 2D imag
hat is simultan
ic tracking alg
positions are 

d estimated 3D
2D tracking us
ulty here conc
not be checked
to rely only on

We have propo
s the informati
orresponding 
valuate the 2D
pdate the 3D m
deformation, 
“authorized” 

f the face (as a
lly in a specifi

ial Landmar

Modeling and
in [4], our app

odel fitting, 3D
model refinem
e a generic mo
ase. In the init
hogonally to th

n an input ima
ted at runtime.
3D head motio
hanges, even in
obustness is ac
 along the trac
At each iterat

ding to the ca
3D model rend

is the nature 
mplex. We can
that are locali

ch more difficu
egories require

system is div
landmark track
ing, developed
the face in a 2
ing ASM: 3D

with the 2D lan
ng a warping 
of the person. 

acking, we then
ges from the w
neously tracked
orithm to track
obtained from

D pose of the m
ing the tracked
cerns non-rigid
d by the 3D mo
n the 2D image
osed and imple
ion of the 3D 
to the 2D la

D tracking, and
model (i.e., 3D
using projecti
area, determin

a point of the in
ic range in the

rk Tracking

d Tracking Us
proach consists

D head tracking
ment. We need a

odel, or a spe
tial 3D modeli
he focal axis in

age, by matchi
. Our tracker u
on despite part
n case of erron
chieved by acq
cking, for insta
tion, only the 
amera field of 
dering and the i

of the face;
n differentiate 
ized on deform
ult to track, an
 different kind

vided in three m
king, and expre
d by our grou
2D image and f
D landmarks o
ndmarks of the
of the generic

n have two sou
webcam and th
d. The idea he
k the 2D landm
m the reconstru
model. We can 
d 3D model.
d landmarks: 
odel (which is 
e to track these
emented a trac
model, a set o

andmarks in f
d the results o
 landmarks). I
ion of the tra
ned by the na
nferior lip can 
e 3D face refer

g 

sing a Webca
s of face detec

g and re-acquis
a 3D model, w
cific one retri
ing step, the m
n order to fit t
ing 2D facial l
uses this 3D m
tial occlusions

neous correspon
quiring new 2D
ance coming fr
most relevant 
view, are mat

input video. 

209

it is 
 bet-

mable 
nd the 
ds of 

main 
ssion 

up, is 
fits a 
f the 

e face 
c 3D 

urces 
he 3D 
ere is 
marks, 
ucted 

n then 

their 
rigid) 
e de-
cking 
of 3D 
facial 
of 2D 
It can 
acked 
atural 
only 

rence 

am 
ction, 
sition, 
which 
ieved 

model 
to the 
land-

model 
s and 
nding 

D and 
rom a 

key-
tched 

 

Fig.

In
track
shar
back
agai
mod
face

2) 3
(a)
O

an u
we p
estim
land
obse
gori

T
Give
jecti
and 
gene
give

In
a pr
track
the l
sour
land

W
the p
For 
if th
nose
mot

W
vatio

3D Facial Lan

. 2. Key idea of 3

n addition, we
ker loses trac
rp decrease in
kground proce
inst the referen
del, a backgrou
e tracking and 3

3D Landmark 
a) Key idea 
Our method co
update of 3D l
predict the 2D
mated head m
dmarks if and o
erved 2D poin
ithm from the p

The prediction 
en a 3D point 
ion , w,  is the 
eous coordinat
es the projectio
n the comparis
redicted locatio
ker. If there are
locations shou
rces of error, 
dmark tracking
We validate the
predicted and t
instance, poin

he distances be
e points are la
ion by minimi

We represent th
ons as ∆

ndmark Tracking a

3D landmark track

e have a recov
ck. Tracking f
n the number 
ess matches fe
nce frontal face
und process, im
3D landmark tr

Tracking 

nsists of predi
landmarks (Se

D locations of 
motion. Then, w

only if our pre
nts that are tra
previous frame
process is do
( ), a 2D poi

where  is the
pair of 2D a

te system. Not
on matrix at eac
on step, we co
on and a track
e no expression
ld be the same
such as a 3D

g error, and faci
quality of 3D

tracked locatio
ts on the nose 
etween project
arge, we can 
zing the re-pro

he error betwee

and Facial Expres

king. 

very mechanis
failures are id

of tracked fe
eatures in the 
e. Refinement 
mproves the a
tracking.   

diction of 2D l
ee Fig. 2). At 

all 3D landm
we update som

ediction does n
acked by a 2D
e.  
one by 3D po
int can be foun
e projective pro
and 3D points 
ote that our 3D
ch frame. 
ompute the dis
ked location by
on changes or tr
e. However, th
D head track
ial deformatio

D face tracking 
ons from a set 
should not be 
ted nose point
update the gl

ojection error. 
en our predicti

ssion Recognition

http://jicce.org

sm in case the
dentified by a
eatures, and a
next frame(s)
of the 3D face
ccuracy of 3D

landmarks and
each iteration,
arks using the
me of the 3D
not explain the
D tracking al-

ose estimation.
nd by the pro-
ojection matrix

in the homo-
D head tracker

stance between
y a 2D feature
racking errors,
ere are several

king error, 2D
n.  
by comparing
of rigid points
deformed and

ts and tracked
lobal 3D head
 
ion and obser-

,                1

n 

g 

e 
a 
a 
) 
e 

D 

d 
, 
e 

D 
e 
-

. 
-
x 
-
r 

n 
e 
, 
l 

D 

g 
s. 
d 
d 
d 

-

 



J. lnf. Commun. Converg. Eng. 11(3): 207-215, Sep. 2013 

http://dx.doi.org/10.6109/jicce.2013.11.3.207 210

 

Fig. 3. Visualization of the deformation step. 

 
 
where  represents the projection matrix including the 
estimation error,  represents a deformed location 
of a 3D point , and  is a tracked 2D point. If the 
difference ∆  is small enough, we can skip the current 
frame and process the next input frame. Otherwise, if the 
distance is large, we try to minimize the distance by up-
dating rigid motion . If we cannot minimize the error 
by finding a new rigid motion, it is likely that there is 
deformation of the 3D landmark. In this case, we search the 
non-rigid transformation . In our approach, we use 
a set of geometrical constraints which bound the locations of 
3D landmarks in 3D space. For instance, the top point of the 
upper lip should be located in the vertical center line bet-
ween the two end points of the mouth in 3D space. We 
define such a constraint for each 3D landmark and use it to 
correct the wrong projection of tracked landmarks.  

 
(b) Implementation of 3D landmark tracking 
We describe the actual implementation of our 3D land-

mark tracking loop. Fig. 3 shows the pipeline for each frame. 
Using the camera parameters for the frame , ,  
is retrieved by the head tracking framework. The 3D land-
marks , 1  from frame –1 are projected to obtain 
the set , , 1 . 

We use the Lucas-Kanade tracker (LKT) [22] to track our 
landmarks , 1  to frame  and obtain , . Then, 
we check the validity of these 2D landmarks, using the 3D 
landmarks from the previous frame. We try to determine if 
there is any tracking error due to LKT or the deformation of 
the face, and if so, we correct it. We also update the 3D 
landmarks on the face model to keep track of the defor-
mations from one frame to the next. 

 
Fig. 4. Landmark tracking with 3D head motion. 

 
 
We define several areas that have their own deformations 

(i.e., mouth, eyes, and eyebrows). What is important to the 
consistency of our tracking for an area is the distance  

 ,  ∑ || , , ||.   (2) 
 
If this distance goes above a certain threshold, we go into 

the deformation step: the consistency of the tracked points ,  is not evaluated using their distance to , , but 
they are projected on a convex space defined by 2 or 3 
points, depending on the area. 

Fig. 3 shows the deformation step. In purple are the 
points defining the convex spaces on which the tracked 
points are projected, while the green points are the tracked 
points after the deformation step. Most of the authorized 
movements are defined by segments (upper and lower lips, 
eyelids, and eyebrows) but the corner points of the lips are 
projected into a triangle. 

The points defining the convex spaces are taken from the 
3D model, and we do a reverse projection of the tracked 
points ,  to obtain their corresponding 3D coordinates , . The new 3D coordinates ,  are projected back 
on the image as , . In a same way, we evaluate our 
tracking’s consistency with the distance  

 ,  ∑ || , , ||.  (3) 
 
If the distance goes above a (larger) threshold, we use a 

stronger tracker for re-acquisition. However, in practice, the 
need for re-acquisition almost never occurs. Indeed, in case 
of motion, the deformation step helps the LKT by limiting 
potential drifting, and significantly reduces the impact of the 
aperture problem. 

 
 

C. Facial Expression Recognition 
 
Since human facial expressions are dynamic in nature, we 

focus on expression recognition on a sequence of images. 
Fig. 5 shows the overview of our approach. Given a video input,   
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(c) Experiment 2: using a sequence 
We used a subset of data for experiment 2. We built 

gallery datasets from all of the first videos (session 1) from 
8 people’s data. The first gallery database included 29 tracked 
sequences from the subjects:  

 1,1 , 2,1 , … , 7,1 , 1,2 , … , , , 
 

where  is the number of expressions and  is the 
number of subjects. We built a probe dataset from all of the 
second videos (29 tracked sequences from session 2): 

 1,1 , 2,1 , … , 7,1 , 1,2 , … , , , 
 
where  is the number of expressions and  is the 
number of subjects. We compute the distance between 
 , 1 , 2 , … ,  and , 1 , 2 , … , , 

 
where each element of the sequence  contains ex-
tracted facial landmarks. Note that the length of sequences ,  need not be the same. Given a pair of data , , 
we align them using the DTW algorithm and compute a 
score between two aligned sequences as 
 ,  min 1 , 1 , 2 , 2 , …,                                          , ,              (7) 

 
where  is the correlation function between aligned data 
( , ), and min ,  is the minimum number 
of data. To identify the class of an input data point, we select 
one of the gallery data point which has the maximum score: 
   arg max , , .   (8) 

 
Table 2 shows a confusion matrix and the average re-

cognition rate is 75.8% for the 7 expressions. 
 

 
IV. CONCLUSIONS 

 
We present a system that is able to, from a low-resolution 

video stream, detect the face of a subject, build a 3D model 
of it, and track it in real-time, as well as obtain predefined 
facial feature points, the facial landmarks. Both rigid motion 
and non-rigid deformation are tracked, within a large range of 
head movements. In addition, we developed face recognition 
algorithms using a single frame and a sequence of images. 
We have validated our approach with a real database containing 
7 facial expressions (joy, surprise, fear, anger, disgust, sad-
ness, and neutral).  

Further work will consist of improving the accuracy of 

both deformation tacking and face recognition algorithms. 
Updating the 3D face model should enable providing more 
accurate rigid and non-rigid tracking. Analysis of facial 
expression manifolds is one of the key tasks that needs to be 
investigated to improve the recognition rate. 
 
 
REFERENCES 

 
[ 1 ] J. A. Russell, “Emotion, core affect, and psychological construction,” 

Cognition & Emotion, vol. 23, no. 7, pp. 1259-1283, 2009. 
[ 2 ] W. K. Liao, D. Fidaleo, and G. Medioni, “Robust: real-time 3D 

face tracking from a monocular view,” EURASIP Journal on 
Image and Video Processing, vol. 2010, article no. 5, 2010. 

[ 3 ] J. Choi, G. Medioni, Y. Lin, L. Silva, O. Regina, M. Pamplona, 
and T. C. Faltemier, “3D face reconstruction using a single or 
multiple views,” in Proceedings of the 20th International Con-
ference on Pattern Recognition, Istanbul, Turkey, pp. 3959-3962, 
2010. 

[ 4 ] J. Choi, Y. Dumortier, S. I. Choi, M. B. Ahmad, and G. Medioni, 
“Real-time 3-D face tracking and modeling from a webcam,” in 
Proceedings of the IEEE Workshop on Applications of Computer 
Vision, Breckenridge, CO, pp. 33-40, 2012. 

[ 5 ] P. Viola and M. J. Jones, “Robust real-time face detection,” Inter-
national Journal of Computer Vision, vol. 7, no. 2, pp. 137-154, 
2004. 

[ 6 ] OpenCV: Open Source Computer Vision [Internet], Available: 
http://opencv.org/. 

[ 7 ] T. F. Cootes and C. J. Taylor, “A mixture model for representing 
shape variation,” in Proceedings of the 8th British Machine Vision 
Conference, Essex, UK, 1997. 

[ 8 ] T. F. Cootes, G. J. Edwards, and C. J. Taylor, “Active appearance 
models,” IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 23, no. 6, pp. 681-685, 2001. 

[ 9 ] S. Milborrow and F. Nicolls, “Locating facial features with an 
extended active shape model,” in Proceedings of the 10th Euro-
pean Conference on Computer Vision, Marseille, France, pp. 504-
513, 2008. 

[10] G. Medioni, J. Choi, C. H. Kuo, and D. Fidaleo, “Identifying 
noncooperative subjects at a distance using face images and 
inferred three-dimensional face models,” IEEE Transactions on 
Systems, Man, and Cybernetics Part A: Systems and Humans, vol. 
39, no. 1, pp. 12-24, 2009.  

[11] T. F. Cootes, C. J. Taylor, D. H. Cooper, and J. Graham, “Active 
shape models: their training and application,” Computer Vision 
and Image Understanding, vol. 61, no. 1, pp. 38-59, 1995. 

[12] K. Pearson, “On lines and planes of closest fit to systems of points 
in space,” Philosophical Magazine, vol. 2, no. 6, pp. 559-572, 
1901. 

[13] J. Xiao, S. Baker, I. Matthews, and T. Kanade, “Real-time com-
bined 2D+3D active appearance models,” in Proceedings of the 
IEEE Computer Society Conference on Computer Vision and 
Pattern Recognition, Washington, DC, pp. 535-542, 2004. 



J. lnf. Commun. 

http://dx.doi.org/

[14] V. Blanz a
morphable 
Machine In

[15] L. Gu and 
Proceeding
puter Visio
1312, 2006

[16] D. Cristina
with constr
Machine Vi

[17] Z. Zhu an
pression re
Conference
York, NY, p

[18] C. Vogler, 
“The best o
active shap
national C
2007. 

[19] S. Taheri, 
expression 

 
 
 
 

 

 

  

Converg. Eng. 11

/10.6109/jicce.20

and T. Vetter, “F
model,” IEEE T

ntelligence, vol. 2
T. Kanade, “3D a

gs of the IEEE C
on and Pattern R
6. 
acce and T. F. C
rained local mode

Vision Conference
nd Q. Ji, “Robu
ecovery,” in Proc
e on Computer 
pp. 681-688, 200
Z. Li, A. Kanau

of both worlds: c
pe models,” in 

Conference on Co

P. Turaga, and R
analysis using 

receive
Califor
Scienc
directo
2007. 
broad 
and sy
recipie
associa
Image 

receive
Engine
Dream
readab
Korea 
the Ko
Resea
coding
Southe
Samsu
3D fac
and ev

receive
schola
 

1(3): 207-215, Se

013.11.3.207 

ace recognition 
Transactions on 
25, no. 9, pp. 106
alignment of face

Computer Society
Recognition, New

ootes, “Feature d
els,” in Proceedi
, Edinburgh, UK,
st real-time face

ceedings of the IE
Vision and Patte

06. 
ujia, S. Goldens
combining 3D de
Proceedings of 

omputer Vision, R

R. Chellappa, “T
analytic shape 

ed the Diplome d
rnia in 1980 and 
ce and Electrical
or of the USC G
Professor Medio
spectrum of the

ystem integration
ent of 8 internatio
ate editor of the
Analysis journal

  
ed the B.S. deg
eering from Sung

m Mirh Co. Ltd., w
ble travel docum
Identification Inc
rea National Pol
rch Center, Sung

g. He is currently 
ern California, U
ung, IQ Engines,
ce modeling, 3D 
vent/activity analy

  
ed the M.S. deg
r at the Institute 

p. 2013 

based on fitting 
Pattern Analysis

3-1074, 2003. 
e in a single imag
y Conference on 
w York, NY, pp. 

detection and tra
ngs of the 17th B
, pp. 929-938, 20
e pose and facia
EEE Computer So
ern Recognition, 

tein, and D. Me
eformable models
the 11th IEEE 

Rio de Janeiro, B

owards view-inv
manifolds,” in 

d’Ingenieur from
1983, respective
Engineering, co

ames Institute. 
oni has made si
 field, such as e

n. He has publis
onal patents. Pro
e International J
, and associate e

gree in Physics, 
gkyunkwan Unive
where he develo

ments and biome
c. and is being e
icy Office. From 
gkyunkwan Univ
a senior researc

SA. The technol
 Skycomp, and 
face recognition
ysis in video. 

gree in Artificial 
for Robotics and

214

a 3D 
is and 

ge,” in 
Com-
1305-

acking 
British 
006. 
al ex-

Society 
 New 

etaxas, 
s with 
Inter-

Brazil, 

variant 
Pro-

[20]

[21]

[22]

[23]

[24]

m ENST, Paris in 
ely. He has been
o-director of the 
He served as C
gnificant contrib

edge detection, s
hed 4 books, ov

of. Medioni is on 
ournal of Comp
editor of the Inter

the M.S. degre
ersity, Korea. Fro
oped face recog
etric entrance ma
employed in man
2004 to 2006, he

versity, Korea an
ch associate at t
logies developed
Northrop Grumm
, 3D face trackin

Intelligence from
d Intelligent Syste

ceedings of the I
& Gesture Reco
306-313, 2011.
W. K. Liao and
inference from a
ceedings of the I
Recognition, Anc
S. T. Roweis and
by locally linea
2323-2326, 2000
B. Lucas and T. 
with an applicati
the DARPA Imag
121-130, 1981.
C. S. Myers and
dynamic time-w
Bell System Tech
H. Sakoe and S
mization for sp
Acoustics, Speec
1978. 

1977, abd a M.
n at USC since th
Institute for Rob

Chairman of the 
utions to the fie
stereo and motio
ver 50 journal pa
the advisory boa

puter Vision, ass
rnational Journal

ee in Cognitive S
om 1999 to 2003
nition algorithms
anagement syste
ny important plac
e was a research
d he invented 3
the Institute for R
d at USC have b
man Corporation
ng, facial express

m Katholieke Un
ems, University o

IEEE Internationa
ognition and Wor

d G. Medioni, “3
a 2D sequence u
IEEE Conference
chorage, AK, 200
d L. K. Saul, “No

ar embedding,” S
0. 
Kanade, “An iter
ion to stereo visi
ge Understanding

d L. R. Rabiner, 
arping algorithms

hnical Journal, vo
. Chiba, “Dynam
oken word reco

ch and Signal Pro

S. and Ph.D. fro
hen, and is curre
botics and Intellig
Computer Scien
ld of computer v
on analysis, sha
apers and 150 c
ard of the IEEE T
ociate editor of 
 of Image and Vi

Science, and the
3, he was the dire
s and SDKs for a
ems. The techno
ces, such as Inch
h assistant profes
D robotic sensor

Robotics and Inte
been transferred
. Dr. Choi’s curre
sion recognition,

niversiteit Leuve
of Southern Califo

al Conference on
rkshops, Santa B

3D face tracking
using manifold le
e on Computer Vi
08.  
onlinear dimensi
Science, vol. 290

rative image regis
ion (DARPA),” in
g Workshop, Was

“A comparative 
ms for connected w

ol. 60, no. 7, pp. 
mic programming
ognition,” IEEE 
ocessing, vol. 26,

om the Universit
ently a Professor
gent Systems (I

nce Department 
vision. His resea

ape inference an
conference article
Transactions on 
the Pattern Re

Video Processing

e Ph.D. degree
ector of the rese
applications suc
ology has been 
heon Internation
ssor at the Intelli
rs based on sign
elligent Systems
d to Primesense,
rent research inte
, robust paramet

en, Leuven. He w
fornia, Los Angel

n Automatic Face
Barbara, CA, pp.

g and expression
earning,” in Pro-

Vision and Pattern

onality reduction
0, no. 5500, pp.

stration technique
n Proceedings of

shington, DC, pp.

study of several
word recognition,
1389-1409, 1981
g algorithm opti-
Transactions on
no. 1, pp. 43-49,

y of Southern 
r of Computer 
RIS), and co-
from 2001 to 

arch covers a 
d description, 
es, and is the 
PAMI journal, 
cognition and 
. 

in Computer 
arch center of 
h as machine 
transferred to 
al Airport and 
gent Systems 

nal separation 
, University of 
 OpenNI, HP, 
erests include 
ter estimation, 

was a visiting 
es, CA. 

e 
. 

n 
-
n 

n 
. 

e 
f 
. 

l 
,” 

1. 
-
n 
, 



 

was bo
US sin
DC in 2
Univer
graphic

is a gra
from M
continu
learned
naviga
knowle

 

orn in Thailand in
nce 2007. She re
2012. She is cur
rsity of Southern
cs. 

  
aduate student a

Ming Hsieh Depa
ued to explore hi
d that computer

ation, detecting e
edge and experie

  
n 1988. She has 
eceived the B.S. 
rently a Ph.D. stu
 California, Los 

at the University o
artment of Elect
is field of interes
r vision plays a
vents, modeling 

ence about comp

215

received the Ro
degree in compu
udent in compute
Angeles, CA. H

of Southern Cali
rical Engineering

st: intelligent robo
an important rol
objects, interact

puter vision and i

3D Facial Lan

oyal Thai Govern
uter science from
er science at the

Her research inte

fornia (Aug 2011
g at USC. In the
otics. At the begi
e in many key 
tion, and automa
s dedicated to ap

ndmark Tracking a

ment Scholarshi
m George Washi
e Institute for Rob
erests include co

–May 2013). He
e first year of hi
nning of the sec
applications for

atic inspection. Th
pplying vision tec

and Facial Expres

p to support her 
ngton University
botics and Intellig
omputer vision a

e received his ma
is master’s degr

cond academic y
r robots such a
hen he tried his 
chniques to robo

ssion Recognition

http://jicce.org

studies in the 
y, Washington, 
gent Systems, 
and computer 

aster’s degree 
ree, Lingchao 

year, Lingchao 
as controlling, 
best to obtain 

otics. 

n 

g 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Impact
    /LucidaConsole
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
  >>
>> setdistillerparams
<<
  /HWResolution [1200 1200]
  /PageSize [612.000 792.000]
>> setpagedevice


