
In this paper, a signal detection scheme for cognitive 
radio (CR) based on the Bussgang theorem is proposed. 
The proposed scheme calculates the statistical difference 
between Gaussian noise and the primary user signal by 
applying the Bussgang theorem to the received signal. 
Therefore, the proposed scheme overcomes the noise 
uncertainty and gives scalable complexity according to the 
zero-memory nonlinear function for a mobile device. We 
also present the theoretical analysis on the detection 
threshold and the detection performance in the additive 
white Gaussian noise channel. The proposed detection 
scheme is evaluated by computer simulations based on the 
IEEE 802.22 standard for the wireless regional area 
network. Our results show that the proposed scheme is 
robust to the noise uncertainty and works well in a very 
low signal-to-noise ratio. 
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I. Introduction 

Efficient utilization of the spectrum resource that is already 
allocated has become the most important issue in the wireless 
communication field. According to a report by the Federal 
Communications Commission (FCC), the spectrum is not 
efficiently utilized since the assigned spectrum to the existing 
wireless communication systems is not used in a specific time 
and area [1]. To enhance the spectrum efficiency, the FCC has 
permitted the secondary systems to use a licensed spectrum 
opportunistically under the condition that there is no 
interference from the secondary systems that affects the 
primary systems. 

Cognitive radio (CR) is the wireless communication 
technology that senses a surrounding radio environment. CR 
has been considered the effective technology to implement 
opportunistic and efficient use of spectrum [2]. IEEE formed 
the 802.22 working group for wireless regional area network 
(WRAN) standardization that enables rural broadband wireless 
access using CR technology in TV white spaces [3]. The most 
important challenge of IEEE 802.22 WRAN’s technical 
requirement is the accurate sensing algorithm that can detect 
the DTV signal at a very low signal-to-noise ratio (SNR) since 
the fundamental condition of WRAN prevents interference in 
the licensed system. To satisfy the sensing scheme requirement 
of WRAN, many kinds of sensing schemes have been 
proposed [4]. Conventional sensing schemes utilize various 
characteristics of the primary user signal (PUS), and each 
scheme has its own advantages and disadvantages. Common 
problems of sensing schemes can be summarized as the 
detection performance, the noise uncertainty, and the 
computational complexity. One of the conventional detection 
schemes, the energy detection [5]-[7] is a very simple scheme 
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and it can detect the PUS without prior knowledge. However, 
the detection performance of the energy detection is highly 
related to the noise uncertainty [8]-[10] because the energy 
detection needs the noise power estimation. When perfect 
knowledge of PUS is available, the matched-filtering detection 
[7], [11], [12] is an optimal detection method; however, it does 
not work well with partial knowledge. The cyclostationary-
based detection utilizes the cyclic frequency of the PUS [12]-
[16]. It performs well when the SNR is very low, but it costs 
considerable computational complexity. Covariance-based 
detection [17] and eigenvalue-based detection [18] can 
overcome the noise uncertainty, but the detection performance 
is insufficient at low SNR. To overcome the referred problems, 
we propose a new signal detection scheme based on the 
Bussgang theorem [19], [20]. 

The Bussgang theorem has been used in various fields (for 
example, adaptive equalization and analysis on the nonlinear 
channel effect). The theorem states that the ratio of the 
autocorrelation of a real Gaussian stationary process with zero 
mean to the cross-correlation of the process and the distorted 
version of the process by a zero-memory nonlinear function 
(ZMNF) becomes a proportionality constant that is determined 
only by the ZMNF. By applying the Bussgang theorem to the 
received signal, the proposed scheme can detect PUS by the 
calculation of the difference between the PUS’s proportionality 
constant and the Gaussian noise’s proportionality constant. A 
similar approach is used for the Gaussianity test of the 
stationary series [21]. In this paper, we use this approach for the 
detection of the DTV signal, which is the PUS for WRAN. The 
proposed scheme is applied to the DTV signal in the frequency 
domain for the pilot detection since the DTV signal is close to a 
Gaussian process in the time domain. There are conventional 
research works that utilize the DTV pilot tone for more 
accurate detection [22]-[25], and they show that the use of the 
DTV pilot tone gives SNR gain for the energy detection. When 
the detection scheme based on the Bussgang theorem is 
applied to the DTV signal in the frequency domain, we can 
expect better detection performance because of the SNR gain 
and the nonstationary characteristic given by the pilot tone. 
Furthermore, we present the theoretical threshold and the DTV 
detection performance in the additive white Gaussian noise 
(AWGN) channel with a frequency domain pilot model. The 
proposed method is evaluated by computer simulations with 
the generated DTV signal and the captured DTV signal [26]. 

This paper is organized as follows. In section II, we briefly 
review the background for the spectrum-sensing system model 
and the Bussgang theorem. The proposed detection algorithm 
for the DTV signal detection is described in section III. In 
section IV, analysis of the theoretical threshold and the 
detection probability of the proposed scheme is provided. 

Simulation results that demonstrate the sensing performance of 
the proposed method are presented in section V. Finally, 
conclusions are given in section VI. 

II. Sensing Model and Bussgang Theorem 

1. Sensing Model 

The aim of the detection problem is to distinguish between 
the two hypotheses (H0: PUS is absent; H1: PUS is present). 
Under the two hypotheses, the respective received signals r[n] 
through a single sensor with a single receiver are described as 
follows:  

 0 : [ ] [ ],H r n w n=                     (1) 

1 : [ ] [ ] [ ] [ ],H r n s n g n w n= ∗ +            (2) 

where s[n] denotes the PUS, g[n] is the channel impulse 
response from the primary user to the secondary user, w[n] 
represents the complex AWGN with , and * 
represents the convolution operator. The performance measures 
of the sensing scheme are the detection probability P

2(0, )nσCN

D and the 
false alarm probability PFA. The detection probability PD under 
H1 is represented as  

 [ ]D |P P T Hλ= ≥ 1 ,                 (3) 

where T denotes the test statistic of the detection scheme and λ  
is the detection threshold. The false alarm probability PFA under  
H0 is described as  

 [ ]FA 0|P P T Hλ= ≥ .              (4) 

A substantial sensing algorithm requires higher PD and lower  
PFA in a low SNR simultaneously, but there is a tradeoff 
between PFA and PD.  

 2. Bussgang Theorem 

The Bussgang theorem states that when a real Gaussian 
stationary process with zero mean passes through a ZMNF, the 
cross-correlation of input and output is proportional to the 
autocorrelation of input, that is, 

           { [ ] ( [ ])} ,
{ [ ] [ ]}

E x n V x nC
E x n x n

τ
τ

⋅ +=
⋅ +

            (5) 

where x[n] is the real Gaussian stationary process with 
2(0, )xσN , V(·) denotes the ZMNF, τ represents a time delay, 

E{·} represents the statistical mean, and C is the proportionality 
constant. The theoretical proportionality constant is not a 
function of the time delay. It can be rewritten as follows [19]:  
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The proportionality constant is determined by 2
xσ  and the 

ZMNF. As the Bussgang theorem only holds for a stationary 
real Gaussian process, it can also be used for signal detection 
since the Bussgang theorem does not hold for the PUSs. In this 
paper, we utilize the difference between the theoretical 
proportionality C and the sample proportionality constant of 
the received signal for the signal detection. 

III. Proposed Detection Scheme 

There are several types of PUSs for the IEEE 802.22 
WRAN. In this paper, we consider the ATSC DTV signal, 
which is vestigial sideband (VSB) modulated. The proposed 
detection scheme is composed of two parts. The first is the 
DTV signal preprocessing part for the pilot tone of DTV signal 
filtering. The second part is the signal detector based on the 
Bussgang theorem. In the second part, we determine the 
existence of the DTV signal by applying the Bussgang theorem 
to the preprocessed input signal. A block diagram of the 
proposed detection scheme that includes the signal 
preprocessing block and the signal detection block is illustrated 
in Fig. 1.  

1. DTV Signal Preprocessing 

In the signal preprocessing block, the received signal is 
filtered using the bandwidth 6-MHz intermediate frequency 
(IF) bandpass filter and is down converted to place the 
frequency pilot tone at the baseband as  

[ ] [ ] [ ]
IF

p s

1
2

B IF
0

,
M

j f T n

m

r n h m r n m e π
−

−

=

= −∑         (7) 

where fs depicts the sampling frequency, hIF[m] 
 is the IF bandpass filter, fIF )(0 m M≤ ≤ p represents the 

frequency of the pilot tone, Ts denotes the sample duration, and 
N is the number of the received sample. We filter rB[n] by the 
narrowband lowpass filter with bandwidth K/NT

B

<

s to obtain the 
frequency pilot, where K is the size of the fast Fourier 
transform (FFT). Then, the filtered frequency pilot is 
decimated by a factor of Nd=N/K. The filtered frequency pilot 
rL[n] and the decimated version x[n] are described as  

          (8) [ ] [ ] [ ]
L 1

L L B
0

, 0 ,
K

m
r n h m r n m n N

−

=

= − ≤∑

 [ ] [ ]L d , 0 ,x n r N n n K= ≤

 

Fig. 1. Block diagram of proposed detection scheme. 
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where [ ]L L  is the lowpass filter for pilot 
filtering. The previous two steps are for the pilot filtering. Then, 
x[n] is converted to the frequency domain signal X[k] by using 
FFT as 

(0 )h m m M≤ ≤

[ ] [ ]
21

0

, 0 .
jK kn
K

n

X k x n e k
π−−

=

=∑ K≤ <        (10) 

After all these procedures, under the hypotheses H0, both  
x[n] and X[k] are the stationary Gaussian signals. However, 
under the hypotheses H1, X[k] is not a stationary Gaussian 
signal due to the frequency pilot tone. 

2. Proposed Detection Scheme 

In the signal detector block of Fig. 1, the frequency domain 
pilot tone X[k] is divided into the real and imaginary parts to 
apply the Bussgang theorem, R [ ] { [ ]}X k X k=R  and 

I[ ] { [ ]}X k X k= I . Each part is normalized to a zero-mean and 
unit variance with the sample mean and sample variance. Thus, 
YR[k] is described as  

   R

R

R
R

ˆ[ ]
[ ] ,

ˆ
X

X

X k
Y k

μ
σ

−
=              (11) 

where 
R

ˆ Xμ  and 
R

2ˆ Xσ  are the estimated mean and variance 
of XR[k], respectively. YI[k] can be obtained the same way. 
Since, [ ] 0{ |E X k H } is zero due to the down converting and 
the lowpass filtering, 

R
ˆ Xμ and

I
ˆ  Xμ can be removable. In this 

step, the proposed method does not use the noise variance but 
the variance of the received signal, so it is not related to the 
noise uncertainty. Noise uncertainty is caused by the difference 
between the estimated noise power and the real noise power in 
the received signal, and reducing the difference is not a simple 
problem. If there is a difference between the estimated variance 
of the received signal and the real one, we have a similar 
problem. However, the variance estimation of the received 
signal is a simple problem: [ ]

R I

1 1
2 2

0 0

1 1ˆ ˆ2 2 ( [ ])
N N

X X
n n

r n r n
N N

σ σ
− −

= =

= = −∑ ∑<               (9) 2.  
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When the sensing time is 10 ms and 20 ms, the sample 
numbers are 215,040 and 430,080, respectively, and we can get 
the correct value. Note that the zero mean is the essential 
condition for the Bussgang theorem, but the unit variance is 
just for the simplicity of the system description. Furthermore, if 
the system contains an automatic gain controller, then the zero 
mean and the unit variance characteristic of the received signal 
can be obtained without an additional calculation.  

After the normalization block, YR[k] and YI[k] pass through 
ZMNF, that is, R R[ ] { [ ]}Z k V Y k=  and I I[ ] { [ ]}Z k V Y k= . 
The sample proportionality constant is defined as  

 

1

0

1

0

1  [ ] ( [ ])
ˆ ( , ) ,

1  [ ] [ ]

K

k

K

k

a k V a k
KC A

a k a k
K

τ
τ

τ

−

=

−

=

+
=

+

∑

∑
        (12) 

where  is the signal vector used for 
detection and τ is the time delay (–K, …, K). The higher-order 
statistics-based method is a special case of the proposed 
method when ZMNF is the power series function, V(x) = x

{ [0], , [ 1] TA a a K= … − }

−

.

N. If 
the input signal a[k] is not the real Gaussian stationary process, 
then there is a difference between C and the sample 
proportionality constants. Therefore, we define the test statistic 
as  

        (13) 2 2
R I

ˆ ˆ{ ( , ) } { ( , ) } ,
K

K

T C Y C C Y C
τ

τ τ
=−

= − +∑

where and  
 Considering the detection device with multiple 

antennas, we redefine the test statistic as  

R R R{ [0], , [ 1]}TY Y Y K= … − I I{ [0],...Y Y=

I[ 1]}TY K −

        
1

0

 ,
M

i
i

T T
−

=

= ∑                (14) 

where Ti is a test statistic from the i-th receiver using (13) and 
M is the number of antennas. Using the test statistics, we can 
decide whether the objective signal exists or not, as follows:  

                                 (15) 
1

0

,
H

H
T λ≷

where λ is the predetermined threshold for ZMNF. The above 
equation states that if the test statistic T λ≥ , then PUS is 
present, and, if T < λ, then PUS is absent. 

IV. Analysis on Threshold and Detection Probability  

1. Detection Threshold 

Analysis of the probability of the false alarm PFA and the 
sensing threshold λ is discussed under the hypotheses H0. The 
probability of the false alarm PFA is generally given as the 
system requirement. The sensing threshold is determined as  

               (16) 
0

1
| FA(1 ),T HF Pλ −= −

where 
0| ( )T HF x  denotes the cumulative distribution function 

(CDF) of the test statistic under H0. 
To simplify the analysis, we assume no distortion is caused 

by the IF and lowpass filter. After the signal preprocessing 
steps, YR[k] and YI[k] are white Gaussian processes with 

(0,1)N , so the autocorrelations of YR[k] and YI[k] are zero 
except for the case in which τ = 0. Thus, we utilize only τ = 0 
for the DTV signal detection, and, for convenience, the time 
delay index will be omitted here. When τ = 0, the denominator 
of (12) becomes 1 due to the normalization step. At this time, 
the sample proportionality constants under H0 are represented 
as  

  R R R I Iand1 1ˆ ˆ( ) ( ) ,T TC Y Y Z C Y Y ZIK K
= =     (17) 

since R R I I
1 1 1T TY Y Y Y
K K

= = . The sample proportionality 

constant is the sum of independent and identically distributed 
random variables. Based on the central limit theorem (CLT), 
each sample proportionality constant follows the Gaussian 
distribution with 2

0( , )C σN . The variance of the sample 
proportionality constant  is derived as follows:  2

0σ

{ }2
0 R R

1 ( [ ] [ ]) .E Y k Z k C2 2

K
σ ⎡ ⎤= −⎣ ⎦        (18) 

In the above equation,  is determined 
by the ZMNF. For example, when  

, where q!! denotes the double 
factorial, which is the product of every odd number from q to 1 
and . Consequently, T is the sum of 2M squared 
Gaussian random variables with zero mean and variance . 
Therefore, it is distributed according to the central chi-squared 
distribution with 2M degrees of freedom. The CDF of T is 
described in the following:  

2
R R{( [ ] [ ]) }E Y k Z k

,( ) nV x x=
2

R R{( [ ] [ ]) } (2 1)!!E Y k Z k n= +

2n ≥
2
0σ

    
2
0

0

/21
| 2

00

1( )  ,
2 Γ( )

x
uM

T H M MF x u e
M

σ

σ
−−= ∫ du       (19) 

where  is the gamma function. For example, when M=1, 
the CDF of T is  

Γ( )⋅

              (20) 
2
0

0

/ 2
| ( ) 1 .x

T HF x e σ−= −

Using (16) and (20), the sensing threshold is derived as  
2
0 FA2 ln( ).Pλ σ= −               (21) 

The detection threshold of the proposed scheme is a function 
of M, PFA, and  determined by ZMNF and K. The 
threshold does not require the noise power, so the proposed  

2
0σ
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Fig. 2. Theoretical and numerical threshold vs. PFA when (a)
V(x)=x3 and (b) V(x)=sign(x), K=2,048, and M=1. 
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scheme is not affected by the noise uncertainty. Figure 2 
describes the theoretical and numerical thresholds for the 
proposed scheme when M=1, K=2,048, and the sensing time is 
10 ms and 20 ms. The used ZMNFs are x3 and sign(x), which 
is the signum function. The threshold is not related to the 
sensing time, but we consider the sensing time for accuracy of 
the received power estimator. 

2. Detection Probability 

Analysis on PD is treated under the hypotheses H1. 
Derivation of the closed form of PD is a very hard and complex 
problem since the exact modeling of the frequency pilot tone 
after the DTV signal preprocessing is difficult and the 
formulation of 

1| ( )T HF x  is a hard problem. Therefore, we try 
to simplify the problem by using some reasonable assumptions, 
and we formulate PD in AWGN. 

First, we give the DTV signal model after the signal 
preprocessing as  

  [ ] [ ] [ ] [ ],X k S k k W kψ= + +           (22) 

where S[k] and [ ]kψ  respectively represent the filtered DTV 
signal part and pilot part in the frequency domain, and W[k] 
denotes the complex AWGN with . We divide the 
DTV signal into the signal part S[k] and the pilot part 

2(0, )wσCN
[ ]kψ . 

We can model S[k] as 2(0, )sσCN  because the bandwidth of 
the pilot filter is narrow, and the DTV signal follows Gaussian 
distribution. Then, X[k] is rewritten as  

       [ ] [ ] [ ],X k k kψ ω= +              (23) 

where with Considering  [ ] [ ] [ ]k W k S kω = + 2 2(0, ).s wσ σ+CN

Table 1. Means and variances. 

Real part Imaginary part 

R p p o s oˆ cos2 ( )X a f f T≈ +μ π n  
I p p o s oˆ sin 2 ( )X a f f T≈ +μ π n  

R R

2 21
2 2 2

R
0

1ˆ ˆ[ ]
2

K
s

X X
k

k
K

−

=

+≈ − +∑ ωσ σσ ψ μ  
I I

2 21
2 2 2

I
0

1ˆ ˆ[ ]
2

K
s

X X
k

k
K

−

=

+≈ − +∑ ωσ σσ ψ μ  

R RR ˆ ˆ[ ] ( [ ] ) /Y Xk k= −
RXμ ψ μ σ  

I I II ˆ ˆ[ ] ( [ ] ) /Y X Xk k= −μ ψ μ σ  

R R

2 2 2 ˆ[ ] ( ) / 2Y sk = +ωσ σ σ σ 2
X  

I I

2 2 2 ˆ[ ] ( ) / 2Y sk = +ωσ σ σ σ 2
X  

 

 
the timing offset no and the frequency offset fo within 

s/K NT± , [ ]kψ  is represented as  

o s d
p o s o

o s d

2 ( )
2 ( )

p 2 ( )/

1[ ] ,
1

j f T N K k
j f f T n

j f T N K k K

ek a e
e

π
π

πψ
−

+
−

−=
−

      (24) 

where ap denotes the pilot tone amplitude. The details of the 
pilot model are given in Appendix A. The sample means and 
variances of XR[k] and XI[k] for the large K are derived in Table 
1. The means and the variances of YR[k] and YI[k] are also 
given in Table 1, where R [ ] { [ ]}k kψ ψ=R and 

I[ ] { [ ]}k kψ ψ= I . The details of derivation of the means and 
the variances are given in Appendix B. When no and fo are 
given, [ ]kψ  is a deterministic signal, and X[k] follows 

2 2( [ ], )s wkψ σ σ+CN . This means that X[k] is a nonstationary 
Gaussian signal. 

After passing ZMNF, the mean [ ]YZ kμ  and the variance 
 of  and  are determined by 

ZMNF. When V(x)=x

2 [ ]YZ kσ R R[ ] [ ]Y k Z k I I[ ] [ ]Y k Z k
n for ,   

 is the (n+1)th-order raw moment of 
2n ≥ 1

R[ ] {( [ ]) }n
YZ k E Y kμ +=

1
I{( [ ]) }nE Y k +=

2( [ ], [ ])Y Yk kμ σN , which can be represented by the central 
moments using the inverse binomial transform as follows [19]:  

( )
[ ]( ) [ ]

' 2
1

1 2 1

0

[ ] [ ], [ ]

1
 ( ) ,

YZ n Y Y

n
n a

a Y Y
a

k m k k

n
m k k

a

μ μ σ

σ μ

+

+
+ −

=

=

+⎛ ⎞
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⎝ ⎠
∑

  
(25)

 

where   is the a-order raw moment of (' ,am b c) ( , )b cN  
and ma(C) is the a-order central moment of (0, ),cN  that is, 

            (26) 
0, is odd,

( [ ])
( 1)!!( [ ]) , is even.a Y a

Y

a
m k

a k a
σ

σ
⎧⎪
⎨ −⎪⎩

Then,  for the  is described as  2 [ ]YZ kσ ( ) , 2nV x x n= ≥

          (27) ( )2 ' 2 2
2 2[ ] [ ], [ ] [ ].YZ n Y Y YZk m k k kσ μ σ μ+= −

For another ZMNF  ( ) sign( ),V x x= [ ]YZ kμ  is the first-
order absolute moment of 2( [ ], [ ])Y Yk kμ σN , and it is 
represented as  
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where is the error function. The variance  for  
V(x)=sign(x) can be easily obtained as  

erf ( )⋅ 2 [ ]YZ kσ

              (29) ( )2 ' 2 2
2[ ] [ ], [ ] [ ].YZ Y Y YZk m k k kσ μ σ μ= −

Under H1, the sample proportionality constant is also a sum 
of K independent random variables with the mean [ ]YZ kμ  
and variance . Based on CLT, it is distributed 

according to 
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2
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. Then, T is the sum of the 2M squared 

Gaussian random variables: 

             (30) 
2

1

ˆ (
M

i
i

T C C
=

= −∑

where 2
1 1

ˆ ~ ( [ ], [ ]iC iμ σN  is the proportionality constant 
obtained from the real and imaginary parts of M receivers. The 
sample proportionality constant under H0 has the mean C and 
variance . By contrast, the sample proportionality constant 
under H

2
0σ

1 has a different mean 1[ ]iμ  and variance  
due to the pilot tone. This difference makes the sensing scheme 
detect the DTV signal. In the special case 

2
1 [ ]iσ

R I[ ] [ ]k kψ ψ= , 
which implies that 1[ ]i 1μ μ=  and , T is 
distributed according to the noncentral chi-square distribution 
with 2M degrees of freedom, which is a distribution of the sum 
of the 2M squared Gaussian random variables with 

2
1 [ ]iσ = 2

1σ

)2
1 1( ,Cμ σ−N . The CDF of the test statistic under H1 can be 

represented by using the M order generalized Marcum Q-
function as [27]  

 (1| 1( ) 1 / , / ,T H MF x Q s xσ σ= − )1

2

       (31) 

where 2
12 ( )s M Cμ= −  is the noncentrality parameter of the 

chi-square distribution. Finally, PD is derived as  

 (D 1 1 FA2 | | / , 2ln( ) / .MP Q M C P )0 1μ σ σ= − − σ   (32) 

3. Computational Complexity 

The computational complexity of the proposed detection 
scheme can be divided into two parts, the DTV signal 
preprocessing part and the signal detection part. In the first part, 
most of the computations belong to the pilot filtering and FFT.  

Table 2. Simulation parameters. 

Parameters Values 

Over-sample rate 2 

DTV signal bandwidth 6 MHz 

Roll-off factor 0.115 

Pilot amplitude ap 1.25 

Sampling frequency fs 21.52 MHz 

Intermediate frequency 5.38 MHz 

Pilot frequency fp 2.69 MHz 

Probability false alarm PFA 0.1 

Number of FFT K 2,048 

Number of receiver M 1 and 2 

Sensing time NTs 20 ms 

Timing offset no 1,000 samples 

Frequency offset fo 1 kHz 
 

 
Thus,  complex multiplications and 
additions are needed. The second part is the computation of a 
test statistic that includes the equations from (11) to (14). 
Without considering the complexity of ZMNF, M(N+6K+12) 
multiplications and M(3N+6K+3) additions are required. When 
V(x)=x

( log logO MN N MK K+ )

n, additional 2(n–1)KM multiplications are required. On 
the other hand, if V(x)=abs(x) or sign(x), then there is no 
additional complexity. 

V. Simulation Results  

In this section, we will show the simulation results for the 
performance evaluation of the proposed sensing scheme by 
using the generated 8-VSB DTV signal based on [28] and [29] 
and the captured DTV signals in [26]. According to [30], the 
SNR is determined after the 6-MHz bandpass filter, and it is 
represented as  

       
2 2

B 1 B 0
2

B 0

{| [ ] | | } {| [ ] | | }
.

{| [ ] | | }
E r n H E r n H

SNR
E r n H

−
=     (33) 

Across the simulation results, the predetermined detection 
threshold is used for the given PFA. The simulation parameters 
are described in Table 2. A raised cosine filter is used for the 
bandpass filter and the lowpass filter, and the roll-off factor is 
given in Table 2.  

1. Generated DTV Signal Detection in AWGN 

In this simulation, we provide the detection probability of the 
generated DTV signal in AWGN. According to the simulation  
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Fig. 3. Detection probability of proposed detection scheme in
AWGN with single receiver M=1. 
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results presented in subsection IV.2, the analysis of PD is 
verified, and we examine the impact of ZMNF and the number 
of receivers. By considering the DTV signal detector with a 
single receiver (M=1) and AWGN, the simulation result and 
the theoretical formulae described in subsection IV.1 are shown 
in Fig 3. Three kinds of ZMNFs are used (V(x) = x2, x3, and 
sign(x)), and the simulation curve and the analysis curve are 
marked “simul” and “theory,” respectively.  

As shown in Fig. 3, each ZMNF performs differently 
regarding detection, which is consistent with the results that are 
obtained through analysis. The proposed detection scheme can 
achieve PD=0.9 under a –20-dB SNR when ZMNF x2 and x3 
are used. Figure 4 gives the detection probability of the 
proposed scheme by considering multiple receivers (M=2). 
Increasing the number of receivers from 1 to 2, the required 
SNR to achieve PD=0.9 is improved by 1 dB or 1.5 dB 
depending on the ZMNF. By comparing the simulation result 
to the theoretical result, we find that there are only a few 
differences between them. This difference is caused by certain 
assumptions that are used in our analysis. There is no distortion 
caused by bandpass filtering and lowpass filtering. The 
lowpass filtered DTV signal part is white Gaussian.  
follows a Gaussian distribution based on CLT. However, the 
lowpass filtered DTV signal is not exactly white due to the 
raised cosine filter in the VSB modulation. Furthermore, when 
K is not large enough or the sample Y[k] has a non-zero 
correlation,  does not follow Gaussian distribution. These 
reasons can create a difference between our analysis result and 
simulation result.  

ˆ
iC

ˆ
iC

The Bussgang theorem holds for a stationary Gaussian 
process, so the proposed detection method can detect a  

 

Fig. 4. Detection probability of proposed detection scheme in
AWGN with multiple receivers M=2. 
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nonstationary or non-Gaussian signal. In the analysis, X[k] is a 
Gaussian signal, but it is a nonstationary signal due to the pilot 
tone. Therefore, the simulation results in Figs. 3 and 4 show the 
detection probability of the proposed signal when the PUS is a 
Gaussian signal.  

2. Captured DTV Signal Detection 

In this section, we evaluate the proposed scheme by using 
the captured DTV signals in [26]. From this simulation, we can 
see the impact of the frequency selective fading channel and 
the frequency offset that occurred in the practical detection 
environment. The initial signal processing of the captured DTV 
signal is based on [30], and we follow the simulation steps and 
the signal-sensing scenario 1 [31]. Among 51 captured DTV 
signals [26], we used the recommended 12 DTV signals in [31]. 
These signals were captured in Washington, DC, and each data 
sample collected was over 25 seconds long. 

Figures 5 and 6 depict the detection performance of each 
DTV file with a single receiver, when V(x)=x3 and  
V(x)=sign(x). There are significant differences in the detection 
performance among 12 DTV files, as each DTV signal has a 
different frequency offset and different amplitude of pilot tone 
caused by a multipath fading channel.  

For comparison, we simulate the energy detector (ED) with 
the noise uncertainty and the eigenvalue-based detection 
methods, which is another detection scheme that overcomes 
the noise uncertainty. The threshold for ED uses the 
predetermined noise power, and the actual noise power is 
evenly distributed in the interval ±0.25 dB. The detection 
performance of ED is marked “ED 0.25 dB” and shown in 
Figs. 7 and 8. Simulation of the eigenvalue-based methods  
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Fig. 5. Detection probability of proposed scheme with single
receiver to detect each captured DTV signal when
V(x)=x3. 
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Fig. 6. Detection probability of proposed scheme with single
receiver to detect each captured DTV signal when
V(x)=sign(x). 
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follows [32], and the respective decision for the maximum-
minimum eigenvalue (MME) and the arithmetic-to-geometric 
mean (AGM) [33] is performed as 

1

0

1
MME

H

HL

d
d

λ≷  and 
( )

1

0

1

AGM1/

1

1 L
Hmm

LL H
mm

d
L

d
λ

=

=

∑

∏
≷   , 

where  denotes the transformed sample covariance matrix, 
which is to compensate the impact of the bandpass filter, d

R
l 

denotes the l-th largest eigenvalue of , L indicates the 
smoothing factor (the used L is 8), and λ

R
MME and λAGM are 

detection thresholds. Thresholds λMME and λAGM are adjusted to 
achieve the given PFA. In MME and AGM, the bandpass  

Fig. 7. Average detection probability over 12 captured DTV files
with single receiver M=1. 
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Fig. 8. Average detection probability over 12 captured DTV files
with multiple receivers M=2. 
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filtered signal rB[n] is used to estimate the covariance matrix. 
To test the eigenvalue-based method using the frequency 
domain pilot signal, we evaluate the frequency domain MME 
that uses X

B

R[k] and XI[k] to build the covariance matrix. In the 
eigenvalue-based method, the estimation of the covariance 
matrix is important, and it requires a large number of data 
samples to obtain the correct covariance matrix. When the 
sensing time is 20 ms, the number of the available data samples 
in the frequency domain is limited by the FFT size K, but it is 
about 200 times lower than N in the time domain. Therefore, 
the estimated covariance matrix in the frequency domain is 
inaccurate and the detection performance is not desirable. 

The average detection performance of the proposed scheme 
over the 12 captured DTV files for variable ZMNF is given in 
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Figs. 7 and 8. The proposed algorithm using the three ZMNFs 
can achieve PD = 0.9 subject to PFA=0.1 under a –20-dB SNR 
with a single receiver. When the multiple receiver M=2 is used, 
we obtain about a 1.5-dB SNR gain. Most of the ZMNFs show 
much better performance than other methods. The sensing 
performance is also related to the specific ZMNF. The power 
series functions especially show desirable performance among 
the several ZMNFs that we evaluate in this simulation. When 
the higher- and odd-order power series function is used, the 
proposed algorithm achieves better sensing performance.  

VI. Conclusion 

This paper proposed the DTV signal detection scheme for 
the IEEE 802.22 WRAN system. The proposed scheme 
detects the DTV signal by using the Bussgang theorem. To 
detect the DTV signal, the proposed scheme detects the 
frequency domain pilot tone of the DTV signal. We also 
presented a mathematical analysis of the detection threshold 
and the detection performance in AWGN. The proposed 
detection scheme is unaffected by the noise uncertainty, and it 
shows desirable performance at a low SNR. ZMNF determines 
the detection performance and complexity, so it should be 
selected considering the system requirement. The proposed 
scheme can be employed in the detection of other signals as 
well as the DTV signal. 

Appendix A. Frequency Domain DTV Pilot Model 

If there is a symbol delay no and a frequency offset fo, then 
the pilot part of r[n] in AWGN is described as  

p o s o2 ( ) ( )
p p[ ] ,j f f T n nr n a e π + +=  

where n=0,…,N–1. Under the assumption that there is no 
distortion due to the IF filtering and lowpass filtering, the pilot 
part of x[n] is 

p s d

p o s o o s d

2
p p d
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where n = 0,…,K–1. The frequency domain DTV pilot is 
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Real and imaginary parts of [ ]kψ  are written as  

2 2
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where 1 p o2 ( ) s of f T nφ π= +  and 2 o s d2 f T N Kφ π= .  

Appendix B. Means and Variances 

1) Sample means of XR[k] and XI[k] are described as  

R
and . For the large K, we 

estimate that
R R

and  
. Finally, they are represented as  

ˆ { [0]}X xμ =R
I

ˆ { [0]}X xμ = I
pˆ ˆ[ ] { [0]X XE xμ μ≈ =R }

1

I I
ˆ ˆ[ ]X XEμ μ≈ =

p{ [0]}xI

      
R Ip 1 pcos and sin .ˆ ˆX Xa aφμ μ φ≈ ≈  

2) For the large K, sample variances of XR[k] and XI[k] are  

R R
and ; therefore, these are 

rewritten as 

2 2ˆ ˆ[X XEσ σ≈ ]
I

2 ]XI

2ˆ ˆ[X Eσ σ≈

R R

I I

2 21
2 2 2

R
0

2 21
2 2 2

I
0

1ˆ ˆ [ ] ,
2

1ˆ ˆ [ ] .
2

K
w s

X X
k

K
w s

X X
k

k
K

k
K

σ σσ ψ μ

σ σσ ψ μ

−

=

−

=

+
≈ − +

+
≈ − +

∑

∑
 

3) Means of YR[k] and YI[k] are 
R R  and 

, respectively, and they are represented as  
{ [ ]}Y E Y kμ =

I I{ [ ]}Y E Y kμ =

R I

R I

R I
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4) Variances of YR[k] and YI[k] are
I I

  
and , respectively, and they are  
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