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Abstract: This paper presents an iterative learning control (ILC) approach for tracking problems with specified data points that 
are desired points at certain time instants. To design ILC systems for such problems, unlike traditional ILC approaches, an al-
gorithm which updates not only the control signal but also the reference trajectory at each trial will be developed. The rela-
tionship between the reference trajectory and ILC control in tracking problems where there are specified data points through 
which the system should pass is investigated as the rate of convergence. In traditional ILC, the desired data is stored in a 
tracking profile file. Due to the huge size of the data file containing the target points, it is important to reduce the computa-
tional cost. Finally, simulation results of the presented technique are mentioned and compared to other related works to confirm 
the effectiveness of proposed scheme. 
Keywords: Iterative learning control, Specified data points, Trajectory update, Convergence rate, Tracking performance.

1. Introduction
Control schemes for tracking problems can be divided into 

two steps: trajectory planning and tracking control. In these 
schemes, the trajectory planner attempts to generate an optimal 
reference trajectory from a given set of points in the motion 
profile (i.e., specified data points that are desired points at some 
specified time instants). Then the controller, which is designed 
to track the reference trajectory, focuses on the system dynamics 
to generate a sequence of inputs. To improve the accuracy in 
trajectory tracking, various control schemes such as feedback 
control, robust control, and iterative learning control have been 
developed.

Iterative learning control (ILC) is a control methodology for 
tracking a reference trajectory in repetitive systems, that are 
found in applications such as robotics, semiconductors, and 
chemical processes. The prime strategy of ILC algorithms is to 
refine the input sequence from one trial in order to improve the 
performance of the system on the next trial. A number of sur-
veys have effectively covered the novel ideas and development 
of ILC methodology and we refer the reader to these references 
for more information on the basic ideas of ILC [1]-[6].

In this paper, we investigate the relationship between tra-
jectory planning and ILC control in tracking problems where 
there are specified data points through which the system should 

pass, while the trajectory between these points is less important. 
The desired data is stored in a tracking profile file. Due to the 
huge size of the data file containing the target points, it is im-
portant to reduce the computational cost. These problems lead us 
to study ILC controller with specified data points. As mentioned, 
most ILC algorithms focus on tracking a fixed reference 
trajectory. There have been fewer studies on the connection be-
tween the trajectory planning and ILC control algorithms, al-
though there is increasing interest in this topic. In terminal ILC, 
which considers only one end point as a desired output point, 
Xu and Huang [7] and Gauthier and Boulet [8] have addressed 
the relationship between a point in the motion profile and the 
control update. Recently, there has been a series of works that 
consider the tracking problem with multiple specified data points 
[9][10], with a particular application to stroke rehabilitation to 
assist point-to-point movements of patients [11]. These works 
have shown that, the performance of multiple points tracking 
problems could be improved based on ILC techniques. 
Specifically, in Freeman et al. [9] the authors developed an ILC 
framework in which the reference trajectory is up-dated in the 
frequency domain, and in Freeman and Tan [10] a fixed refer-
ence trajectory with multiple pass points has been studied. These 
techniques were developed in discrete-time settings and were not 
interpolation-based. Tracking of nonidentical trajectories also has 



Dang-Khanh Le ․ Taek-Kun Nam

Journal  of the Korean Society of  Marine Engineer ing, Vol. 38,  No. 10,  2014. 12                               1282

been studied in Xu et al. [12], but without a reference update in 
the iteration domain. Similar to Freeman et al. [9], in this paper, 
tracking problems with multiple pass points at specified data 
points is also considered. An ILC approach for improving track-
ing performance is proposed. In proposed approach, a reference 
trajectory update method, interpolation technique in the time do-
main is applied, while in Freeman et al. [9] and Freeman et al. 
[13][14], they use discrete Fourier transform (DFT) technique in 
the frequency domain.

The remainder of this paper is organized as follows. In 
Section 2, we provide the formulation of tracking problem, and 
summarize the conventional approach to solving the problem. 
Section 3 considers the ILC algorithm where the reference tra-
jectory is updated iteratively. Simulation results are given in 

Section 4, and Section 5 concludes this work.

2. Tracking problem with specified data points
Consider a linear, continuous-time system that operates on 

an interval t ∈ [0, T] given as Equation (1). 

 

    

    
(1)

where k is the iteration index. The system is a MIMO system 

that has state ∈
 control signal ∈

 and out-

put ∈
 . The matrices A, B, and C have appropriate 

dimensions. In the tracking problem the system trajectory must 
pass through, or close to, a limited number of specified points, at 
prescribed times. The specified time instants in the system oper-

ation are defined from the set   
 

 
  where 

≤ 
  

    
 ≤ and the desired outputs at these 

points are given by 
 


  As a result, the con-

trol task is to construct a control law that drives the system output 
to go through the desired outputs as closely as possible:


  

               (2)

In typical tracking schemes, a trajectory planner can generate a 
reference trajectory r(t) such that it passes the desired points at 


 


 . Then, a tracking controller, such as an ILC controller, 

can be designed to ensure the tracking the generated reference tra-
jectory with an improved performance. In the trajectory planning 
stage, one of the common techniques to find a reference trajectory 
from the given points is “interpolating spline”, which is a tool in 
numerical analysis. The generated function might be a spline if it 
exactly interpolates the given points [15]. However, the reference 

trajectory may not be feasible for the system since it may vary too 
fast to allow the dynamics to follow the trajectory or it may vary 
too slowly, which gives a conservative control performance. Thus, 
a control theoretic interpolating spline was introduced [16]. The 
suggested approach addresses these problems by considering auxil-
iary system dynamics, rather than the spline functions. 

In a typical problem, after a trajectory having been generated, a 
tracking control is applied. To illustrate, consider the case where a 
linear discrete-time system operates repetitively, from the same ini-
tial condition at the start of each trial and suppose an ILC con-
troller is applied to drive the system output to go as close as pos-
sible to the reference trajectory. In ILC, the learning algorithm uti-
lizes output errors and control inputs from the previous iterations 
to compute an updated control signal [1][4]. To describe this, let 
the discrete-time system be described in the lifted system frame-
work as

            (3)

where the input signal, output signal, and reference trajectory are 
written in the super-vector forms as

  
 

 
 

  
 

 
 

  
 

 
 

                (4)

 and the system matrix     is a Markov matrix which is a 

lower triangular Toeplitz matrix. For this system we then adopt 
the following ILC algorithm:

             (5)

It is well known that, this ILC algorithm is convergent if 
   where  is the spectral radius of the matrix 

A. The algorithm guarantees a monotonic convergence if the con-

dition     where is the largest singular value of 

the matrix A, is satisfied [1][4]. The track-ing problem we are in-
terested in, then, is to force the continuous-time system of 
Equation (1) or the discrete-time system of Equation (3) to pass 
through (or close) to the desired points of Equation (2) by using 
an algorithm such as Equation (5). In the next section an approach 
is proposed to solve this problem.

3. Reference trajectory update-based ILC
In this section, we propose a ILC scheme updates not on-

ly the control signal but also the reference trajectory at each 
trial. Firstly, the connection between trajectory planning and 
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the ILC controller is analyzed, and then this relationship is 
investigated for improving the convergence rate.

3.1 Reference trajectory update law
The addressed problem can be formulated as finding a 

new reference trajectory at every iteration such that, it brings 
a better performance than that of traditional ILC with a fixed 
reference trajectory throughout iterations. In other words, the 
reference trajectory is planned iteratively; but the new refer-
ence trajectory  ∈  always satisfies the condition 

to have desired values at specified data points:


  

            (6)

where     Here, a class or sequence of reference 
trajectories that always go through the specified outputs (6) 
needs to define. Consider any given initial reference tra-

jectory   satisfying        It is obvious that  

  is obtained as follows:

   ≥            (7)

where,            is an arbitrary con-

tinuous function, and   satisfies the condition to have de-

sired values at specified data points. Plainly, since    

at       the trajectory   guarantees the condition 

(6). 
Denote  and the reference trajectory   in the k-th 

iteration in the super vector form as follows:

  
 

 
 

  
 

 
 

                (8)

Then, with the given initial reference trajectory   and the 

function , the trajectory is updated as guarantees the 

condition         Thus, the updated trajectory at the 

specified data points remains constant. In contrast, the new 
reference trajectory at other time instants is dependent on 
   Therefore,    can be considered as a learning factor 

in the learning algorithm.

3.2 ILC Controller 
In this section, the ILC controller is designed where both 

the reference trajectory and the input are iteratively computed. 
Firstly, the condition on the selection of the learning factor 
   is analyzed. Then, the monotonic convergence of the 

controller is addressed, by considering the convergence rate. 
As increasing the convergence rate of the ILC algorithm 

compared to the ILC controller with the given pre-planned ref-
erence trajectory,  should be chosen such that 

∥∥≤∥∥           (9)

Consider the learning update algorithm.

            (10)

Theorem 1.
If the matrix    is chosen at 

∀∈ rather than ∈  
 


 , then

  and ∥∥  Conclusively, condition 
(9) is guaranteed.

Proof. From (9) and (10),

 
     

  
                (11)

Hence, we obtain ∥  ∥≤∥ ∥∥∥ Since 

∥∥ , then ∥  ∥≤∥∥

Note that, the diagonal matrix H is determined on the basis of
the given specified data points. Hence, it is always possible to 
find suitable  analytically such that   at 

∀∈ other than ∈  
 


 , ∥∥   

For example,  could be chosen as

 max


                (12)

with max max  

From these settings,   is a diagonal matrix as 
  , and its 
norm is defined by ∥∥max        

Hence,   at ∀∈   other than ∈  . 
Thus, ∥∥ 

Thus far, the update law for the reference trajectory has been 
added; then next, the monotonic convergence property of the 
new ILC controller will be shown.
Consider the linear system (3) and the ILC controller:

 
       

    
,                          (13)

where L is the learning gain matrix and F is chosen as in the 
previous part. 

Theorem 1.
The ILC system is monotonic convergent and   is bounded if 
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L is chosen such that ∥∥ and the matrix 
  is diagonalizable.

Proof. The error at the (k + 1)-th iteration is derived as

 

          

       

   

            (14)

Then, it leads to the inequality

∥∥≤∥∥∥∥∥∥         (15)

Consequently, the monotonic convergence of error is guaran-
teed if ∥ ∥. Next, the boundedness of   is 

mentioned. From (13) and (14), following equality is derived

 




  







         (16)

Since, ∥ ∥ the spectral radius of 
  is less than 1. Thus, since it is diagonalizable, 

the sequence 
  



 is convergent to a con-

stant matrix as →∞, which implies that   is bounded. 

To show the effectiveness of the proposed approach, the 
rate of convergence of the proposed algorithm is compared to 
the other ILC algorithms that track a fixed reference trajectory. 
Consider the following typical ILC algorithm, which uses the 
given reference trajectory  




         (17)

As a result, the error at the    iteration is 

 

  




  
                   (18)

Then, from (14) and (18), the ILC algorithm with the updated 
trajectory has a faster rate of convergence than fixed case 
since ∥∥∥∥

4. Simulation results
The performance of the proposed techniques is illustrated by 

the following linear discrete-time system model:

 





  
  

   
























    

            (19)

which operates on t ∈ {0, 1,⋯, 79}. There are 6 points of 
(1, 0), (10, 4), (26, -9), (40, 8), (60, -1), (80, 1.4) was se-
lected in the interval as desired specified points in the motion 
profile. In the approach, H is selected randomly; but with the 
key requirement of          . 
  . Simulation results are as shown in Figure 1 ~ 
Figure 4.

Figure 1 shows the specified points(blue points) in the 
motion profile and fixed interpolated trajectory(blue line). 
Red line and green line means the updated trajectories of 3rd 
iteration and 50th iteration respectively. The fixed 
interpolated trajectory is obtained by applying spline 
technique from selected points. The 3rd and 50th reference 
trajectories are generated by using proposed approach.

Figure 2 illustrates achieved actual outputs of given system 
by appling proposed ILC controller. Accordingly, based on 
suitable chosen weighting matrices, the controller produces su-
perior performance; specifically, output signals close to and go 
through the desired given data points after some iteration.

 

Figure 1: Specified points, fixed-trajectory & updated 
trajectories

Figure 2: Updated outputs and achieved actual outputs

Figure 3 depicts the errors of the proposed approach and 
the method suggested by Freeman et al. [10]. It shows the 
norm of errors in linear scale versus trial number. As shown 
in these plots, the proposed approach shows just a slightly bet-
ter performance than the method of Freeman et al. [10]. 
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Figure 3: Errors of proposed approach and Freeman's method 
(fixed trajectory case)

Figure 4: Control efforts of proposed approach and Freeman’s 
method

However, from Figure 4, which depicts the control efforts 
(i.e., the amount of control signals used in ILC updates) of the 
proposed approach and Freeman et al. [10], it is obvious to 
see that the proposed approach requires lesser control efforts 
than the method of Freeman et al. [10]. It is noticeable that 
the computational cost of the proposed approach is much less 
than that of Freeman et al. [10] since the former uses only the 

specified data points. 

5. Conclusion
This paper presented optimal tracking strategies for prob-

lems where the system must pass through or close to desired 
data points at given specified time instants, for the case of 
systems that repeat their operation from the same initial con-
ditions at each trial. Taking an iterative learning control ap-
proach, we also proposed a methods which bridge trajectory 
planning with ILC tracking control, using a time-domain based 
approach where the reference trajectory is updated iteratively, 
and at the same time the control input is updated. The rela-
tionship between the reference trajectory and ILC tracking 

control was investigated for improving the rate of 
convergence. Simulation were accomplished and their results 
were analyzed for verifying effectiveness of the proposed 
algorithm. Future work will consider the application of the 
proposed ILC to the nonlinear systems as well as linear sys-
tems with model uncertainties.
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