Journal of The Institute of Electronics and Information Engineers  Vol. 51, NO.

20144 48 X33 ==X H 518 A 4 &
4, April 2014 http://dx.doi.org/10.5573/ieie.2014.51.4.160

= 2014-51-4-17

ofoly A|B wT) Q. QoM <] vlE S]] FAaAE
&

( Fast LDPC Decoding using Bit Plane Correlation in Wyner-Ziv Video
Coding )
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Abstract

Although Wyner-Ziv (WZ) video coding proves useful for applications employing encoders having restricted computing
resources, the WZ decoder has a problem of excessive decoding complexity. It is mainly due to its iterative LDPC channel
decoding process which repeatedly requests incremental parity data after iterative channel decoding of parity data received
at each request. In order to solve the complexity problem, we divide bit planes into two groups and estimate the minimum
required number of parity requests separately for the two groups of bit planes using bit plane correlation. The WZ
decoder executes the iterative decoding process only after receiving parity data corresponding to the estimated minimum
number of parity requests. The proposed method saves about 71% of the computing time in the LDPC decoding process.
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I. INTRODUCTION

encoder handles heavy processing tasks such as

by the Korea government(MSIP) motion estimation (ME) and motion compensation

(No. 2011-001-7578). (MC). The complexity of the encoder is much higher
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conventional coding structure is suitable for

broadcasting environment under which having
substantial computing resource makes sense to be at
encoder side. However, under recent broadcasting—
communication convergence environment, many new
distributed applications such as wireless video
sensor networks, and
These

restricted computing

cameras in mobile phones,

surveillance  systems  have  appeared.

applications  typically have
resources, therefore, require an encoder with lower
complexity.

Distributed video coding (DVC) is a technique
developed to meet the requirements
It based theoretically

Slepian-Wolf theorem'” and the Wyner-Ziv theorem”

of those

the
]

applications. 1S on
in the 1970s. Slepian and Wolf mathematically proved
that, although the prediction information (Y) is given
only to a decoder, the minimum information for
lossless reconstruction of the original information (X)
can be the conditional entropy H(X1Y). The Wyner
and Ziv further showed that it is also possible to
obtain the same rate-distortion (R-D) performance as
that by the predictive encoding in lossy compression.
It suggests that even though sources are encoded
independently without using joint signal processing
methods such as ME and MC, it is possible to attain
R-D performance comparable to conventional video
coding if the signal is decoded using the correlation
of the sources. This means that a simpler encoder
can work by performing joint signal processing at the
decoder.

Wyner-Ziv (WZ) video coding structure, proposed
by Aaron et al.[g], divides input pictures into key and
WZ frames. These frames are independently encoded
respectively by conventional H.26X intra coding and a

425 o low—-density

channel code, such as Turbo code
parity check (LDPC) code®. Tn the decoding process,
the WZ decoder reconstructs two key frames (t-1,
t+1) from the transmitted two encoded key frames
and then generates side information (SI) from the
key frames wusing motion

reconstructed  two
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compensated temporal interpolation (MCTD'®" %, g1
is considered as a reconstructed WZ frame that
includes correlation noise, which is the difference
between the SI and the original WZ frame (t). The
WZ decoder estimates the noise using a correlation
noise model®™ and eliminates it in the channel
Thus,
coding is directly related to the performance of the

decoding process. the performance of WZ
channel code.

Among existing channel codes, Turbo and LDPC
codes provide powerful error-correction capability,
which are close to the Shannon limit. These channel
codes are based on a stochastically iterative decoding
process with soft decisions. This iterative decoding
process 1S quite time consuming, increasing the
complexity of a WZ decoder that adopts LDPC or
Turbo codes. Currently, the low-density parity check
accumulate (LDPCA) code™ is used in Wyner-Ziv
(WZ) instead of LDPC for rate
adaptation. A LDPCA decoder assumes about 70% of

the total WZ decoder complexity; thus, its complexity

video coding

reduction that does not decrease R-D performance is
a key in solving the complexity problem of WZ
decoder.

Several methods have been proposed to reduce the
channel decoding complexity. In 2005, [11] proposed
using LDPC decoding outputs under a Gaussian
distribution for a finite block message. This method
determines if a block message is decodable, and
reduces unnecessary iterations. However, it does not
consider the random noise that occurs in real video
data, so its direct application to real video sequences
can cause a problem such as degradation of R-D
performance. In 2007, [12] proposed a method which
reduces Turbo decoding complexity by estimating a
decodable rate at an encoder, however, its encoder
complexity increases in return. It is in contrast to the
concept of DVC, which simplifies the encoder, and it
also decreases R-D performance considerably. In
2008, [13]

complexity both at encoder and decoder. Here, the

proposed controlling Turbo decoder
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encoder estimates the rate from three previously
decoded WZ frames and transmits the estimated
amount of parity data. This method reduces the
Turbo decoder complexity but at considerable loss of
R-D performance. In 2009, [14] reduced the LDPC
decoder complexity at the decoder.

In this paper, we first introduce the latest fast
LDPC  decoding method ™" explain
hard-decision aided (HDA) method™ ), and then
propose a faster LDPC decoding method using bit

and a

plane correlation. This paper is organized as follows:
Section II explains the LDPC channel code; Section
I, the major contribution of this paper, describes the
proposed fast LDPC decoding method; Section IV
gives simulation results; finally, Section V presents

conclusions and comments on future work.

II. Low—Density Parity Check Encoding and
Decoding

1. Encoder
A WZ encoder divides a WZ frame into 4x4
blocks, and each block
frequency domain by the 4x4

is transformed to the
(DCT). The same
frequency coefficients in a frame are grouped
together and quantized by a quantization matrix
QW™ From MSB to LSB, each bit plane is given
to the LDPC encoder in the frequency band order
(zigzag scan order). LDPC 1is characterized by a
parity check matrix H with dimension mxn. It
performs m=n-K parity checks, where K is the
amount of input data and n is total amount of data
(where, n-K is redundant). Multiplying codeword x,
Hx o7
calculated as s=Hx.

Each bit plane (x) which is input to the LDPC

encoder is regarded as message node bit. Given H, to

1s supposed to be The syndrome is

encode x, the LDPC encoder calculates the syndrome
s. Here, the LDPCA code is used instead of LDPC
code to transmit the syndrome at adaptive rate. The

LDPCA encoder accumulates syndrome bits by

Qo|L X2 HIC2 LFOMS HIE SQ g2
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modulo 2 and produces the accumulated syndrome a,
which Quarter

intermediate format (QCIF) sized sequences,

is called parity data. common
for
instance, generate 1584 parity bits which are stored
in an encoder buffer and transmitted adaptively,

according to requests from the decoder™.,

2. Decoder

WZ decoder reconstructs key frames with the
H.26X intra decoder, and then generates SI based on
the reconstructed key frames using MCTI®™™. ST is
regarded as a noisy version of the WZ frame. Since
there is no real WZ frame information at the decoder,
the difference between two key frames is assumed as

the correlation noise™. Laplacian distribution is
widely used to model the correlation noise in the WZ

video coding, which is represented as equation (1):

P(u) = el (1)
2

where © is a random variable representing the

correlation noise and the Laplacian distribution

parameter « 1s defined by,
=1 (2)

is the variance of the noise which is
difference between two neighboring key frames'.
The LDPC decoder computes the
log-likelihood ratio (LLR) using the SI and Laplacian
distribution (its parameter is
3. The

probability ratio of whether reconstructed hit is likely

where o
Intrinsic
«) as shown in

equation LLR represents log scale

to be a zero or one.

LLR=log {P(XZOY)}

P(x =1]1) ®

In equation (3), P is the Laplacian probability
density function and P(X=01Y) is the conditional
probability that the reconstructed bit X=0 when SI
(Y) is given. The LDPC decoder starts decoding with
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Fig. 1. The HDA concept.
the intrinsic LLR and transmitted parity. The

intrinsic LLR becomes the input of variable nodes
that represent the codeword bits. In the first half of
the decoding process, a product algorithm, which is a
parity check equation, is executed at check nodes
using transmitted messages from variable nodes
connected by the parity check matrix H. In the
second half, the sum algorithm is executed at the
variable nodes using the transmitted messages from
connected check nodes and the LLR output
d"; hence the LDPC decoding process is

is
calculate
called a sum-product algorithm, message passing, or
belief propagation algorithm. The LLR output is
updated according to the results of the sum-product
algorithm; messages pass between variable nodes and
check nodes. For further detail, refer tol® 1024,
Reconstructed bits are generated by hard decisions
of the LLR output, and a convergence test is
"8 In the
convergence test, the LDPC decoder calculates the
bit-error rate (BER). If the calculated BER is less
than a target one (e.g., 10, then the decoder checks

performed on the reconstructed bits

the reconstructed bit plane with cyclic redundancy
check (CRC) bits to confirm the error-correction
results. If the CRC matches, the decoding of the
current bit plane if the
calculated BER is higher than the target one, the
LDPC decoder out the

sum-product process with the previous LLR output
[10]

is completed; however,
iterative

again carries

. This iterative decoding is performed up to a

predefined maximum number of times. In this paper,
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we use a maximum of 50 iterations.

If the calculated BER never falls below the target
BER even after the maximum number of iterations,
the LDPC decoder regards this as a decoding failure
for the parity data already received, and requests
more parity bits from the encoder. The encoder
transmits a small number of additional parity bits
which are stored in a buffer, and the decoder uses
them to execute iterative decoding again.

The amount of transmitted parity data responding
to one parity request is denoted by My and it is

calculated as in equation (4).

K
R

M. =

0

4)
Max

where K is the length of input data x (also, total
parity data length), and Ry is the maximum number
of parity transmission allowed. For a QCIF frame,
when using the LDPCA code of length 1584, K is
1584 and Ryee is 66. Therefore My is 24 bits
(24=1584/66). This paper explains the fast LDPC
decoding method using the LDPCA code of length
1584.

Iterative decoding is quite time consuming. If the
decoder requests parity from the encoder Ry (= 66)
times, the maximum number of iterations can be
3,300 (66 requests x50 iterations). The LDPC decoder
carries out iterative decoding repeatedly until
decoding succeeds; thus, the complexity of the WZ
decoder increases. In case of QM 8[16], the LDPC
decoder comprises more than 70% of the total

complexity of the WZ decoder.
[I. Fast LDPC Decoding

Several research groups have proposed methods of
reducing LDPC decoder complexity for Wyner-Ziv
Ascenso et al™¥

proposes a state-of-the-art method for reducing

video coding. Among these,

channel decoding complexity. It calculates an average
of the absolute differences of LLR values between
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iterations and the number of satisfied parity check
equations at the end of the iterations. They first
check the average of LLR differences and the number
of unsatisfied parity check equations during each
iteration process. If the average of LLR differences is
smaller than a predefined threshold A, then, one early
stopping parameter L is increased by one; if the
number of unsatisfied parity check equations is equal
to that of the previous iterations, the other early
stopping parameter C is increased. Finally, if either L
or C is larger than a predefined parameter d, the
source is classified as not decodable, and the iterative
algorithm is stopped. The parameters A and d were
experimentally selected as 0.5 and 6, respectively.
Note that this method depends on adjusting the
thresholds A and d, and the performance varies
according to the configured A and d. In general, the
faster LDPC decoding it becomes, the worse R-D
performance it obtains. It is hard to find balanced
threshold parameters that simultaneously reduce the
drop.

Therefore, a new requirement for a fast method

computing time and R-D performance
should be to save significant computing time with

only a negligible R-D performance degradation.

1. HDA Method

There have been many methods proposed to reduce
the complexity of the channel decoder. Among them,
the hard-decision aided (HDA) method™ reduces the
complexity of iterative decoding of Turbo code. Like
the Turbo code, LDPC code also requires an iterative
sum-product
calculation; thus, it is possible to apply the HDA
method for the LDPC code as well.

The HDA method is based on the LLR output,
which is the iterative decoding output using intrinsic
LLR; the LLR output is updated after each iteration.
Figure 1 illustrates the concept of HDA, where the

decoding based on the stochastic

left side represents LDPC iterative decoding and the
right represents the HDA early stopping criterion. On

the left side, the x and ¢ nodes are the variable and
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The number of parity requests (Foreman, the
first frame), DC (7: MSB, 1: LSB of magnitude),
AC1 & AC2 (7: sign bit; 6: MSB-1, 2: LSB of
magnitude).

check nodes, respectively. The intrinsic LLR (only
the first iteration) or LLR output becomes the input
of the variable nodes. In check nodes, parity check
equations are calculated with parity data and
messages transmitted from variable nodes. In the
variable nodes, the LLR output is calculated using
the messages transmitted from the check nodes. The
calculated LLR output becomes the reconstructed bit
plane through the hard decision process and BER is
calculated from it. If the calculated BER is smaller
than a target BER, then the LDPC iterative decoding
process is terminated. If the calculated BER is higher
than the target BER and the reconstructed bit plane
does not change from the one obtained at the
previous iteration, then the number of iterations
having successively unchanged decoding results, 05, is
increased by one. If £ is larger than a predefined
parameter THD, which is called a HDA condition, the
decoder determines that the current parity data is
insufficient, so it stops the algorithm and requests
more parity data from the encoder.

Using HDA, the LDPC decoder does not need to
be executed up to the maximum number of iterations,
thus making it very effective in terms of complexity
reduction. However, it is not sufficiently effective
since it concerns only about stopping the iterations

before reaching the maximum number of iterations,
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therefore quite a few number of iterative process
must be performed as parity is kept being received
over multiple parity requests until reaching any
in which the checking HDA

condition makes sense. Therefore, there must be

meaningful stage
some limits in complexity reduction if only the HDA
method is wused. It should be very desirable to
estimate a meaningful minimum number of parity
iterative

requests in order to skip unnecessary

decoding until receiving the estimated necessary
amount of parity.

We define Ruin, an estimated minimum number of
parity requests. The LDPC decoder is to receive the
parity data corresponding to R, without actual
performing iterative decoding. Now we like to find a

way to estimate Eyin.

2. Estimation of Minimum Number of Requests
using Bit Plane—wise Correlation
HDA reduces the number of LDPC decoding
iterations required for successful decoding, thus
reducing the decoder complexity; however, the LDPC
accounts for large amount of the
WZ decoder. An additional
algorithm is required to reduce the complexity with a

decoder still

complexity of the

negligible loss of R-D performance.

Figure 2 shows the number of parity requests until
decoding success in the DC, AC1, and AC2 bands (in
zigzag scan order) of the Foreman sequence (the first
frame). Quantization is done to DCT coefficients
using QMSUG], therefore, DC symbol is assigned 7
bits, and each AC1 and AC2 band symbol is assigned
6 bits. Decoding starts from MSB (=7) to LSB (i=1).
Quite expectedly, the number of parity requests until
decoding success generally increases as the bit plane
comes closer to the LSB side because of increased
correlation noise in lower bit planes. In Figure 2, we
can observe that for AC, the number of parity
requests in MSB is larger than MSB-1. It happens
because LDPC decoding

plane-based dependency and previously decoded

is performed using bit
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results (i.e. upper bit planes). Therefore, the benefits

from the bit-plane dependency and previously
decoded results can decrease the number of parity
requests in MSB-1, but the MSB bitplane cannot
utilize this there
difference between the DC and the AC bands: while
the DC band has only a magnitude value, AC bands

have a sign (MSB) and magnitude (other bit planes)

information. Moreover, is one

values. This is why the numbers of parity requests
in MSB and MSB-1 in the AC band shows much
larger differences than the DC band.

The minimum number of parity requests 1is
estimated using a bit plane-wise correlation inside a
symbol except for MSB and MSB-1. When the
LDPC decoder starts decoding the i-th bit plane, it is
mitially informed of the number of parity requests
required for successful decoding of its previous bit
plane (that is, (i+1)-th) unless it is the first bit plane
which has no upper bit plane. A rough estimate of
the minimum number of parity requests, Fp, is set as
the number of parity requests actually happened for
successful decoding of its upper bit plane. Suppose
the number of parity requests for the (i+1)-th hit
plane was 10, then, while the conventional method
has to perform a maximum of 450 (9 x50 times)
i-th bit plane, the

proposed estimated minimum number of requests

iterations for the decoding
makes it possible to skip those 450 iterations and
start decoding from the tenth parity data (Rp =9)
directly.

It is impossible, as mentioned above, to apply this
fast method to MSB and MSB-1. Therefore, the
method above is more effective for a high bit rate
case (e.g. QMS) than for a low one (e.g. QMI1). The
ratio of 2 (MSB, MSB-1) over the total number of
bit planes
high bit rate. Moreover, the LDPC decoder still
requires a fair amount of complexity for both high
and low bit rates. This indicates that an additional
fast method for MSB and MSB-1 is desired to

reduce the complexity.

is relatively larger in low bit rate than in
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3. Estimation of Minimum Number of Requests
using Correlation Noise Model
A WZ decoder SI  based the
reconstructed key frames using MCTI. Reconstructed
SI
correlation noise, modeled as Laplacian distribution
B9 An LDPC decoder computes the intrinsic LLR
using the SI and the Laplacian distribution parameter
eq.(3). It the  conditional

probabilities that a reconstructed bhit is zero or one,

creates on

is regarded as a WZ frame that contains

a as in illustrates
so it is possible to model their relationship as a
binary symmetric channel (BSC)™. If the conditional
probability of X=0, given SI (Y), is assumed as P
(crossover probability), we can rewrite equation (3)

as:

Pk(Xk =

LLR[nIr[nSic,k =log |: (5)

where k is an index indicating hit location (e.g.,
1~1584) in the input data x. Since the binary entropy
function is symmetric with respect to p=0J5, the
entropies of Pg. and 1-P¢ are equal. The entropy of

the k-th bit is represented as' 2k

H, =—Pc,xlog, Pc, —(1 —Pck)xlogz(l —Pck)

(6)

H; is an information quantity for decoding success
of the k-th bit; the total information quantity for the
bit plane is then represented as eq.(7):

K
2H,
k=

=1

(7

The total information quantity in eq.(7) represents
how many parity bits are needed at least for
decoding success of the bit plane. With a fixed
amount of parity data by one request, My in eq.(4), it
is possible to derive a minimum number of parity
requests for the current bit plane. The minimum
number of parity requests using the correlation noise

mode, Fy, is now estimated by:

QPo|L X2 HIC2 LFOMS HIE S Q) &

SEUUAE 0|8F 14 LDPC 55 WY %2 9
K K
R ®
Ry = = =4 X Ry

In eq.(8), K is the length of input data x to the
LDPC encoder, and Rum 1s the maximum number of
parity requests. An LDPC decoder initially receives
the estimated parity data before performing any
iterative decoding. In QCIF resolution, if the average
H of a bit plane is 1, then, Ry is 66.

Figure 3 illustrates a distribution of the estimated
minimum number of parity requests using the
correlation noise model, Ry, versus the number of
parity requests resulting from actual conventional
decoding method?! (hereafter, called the real number
of parity requests) using Foreman, Coastguard, Hall
monitor, and Stefan sequences (all frames, all bit
planes). The horz.-axis is Ry and the vert.-axis is
the real number of parity requests. Figure 3 shows
that the shape of the distribution is broad and Ry is
not accurate. Based on the y=x line, the upper
triangle area of the line illustrates the cases of

underestimated parity requests, Ey. In this area, there

-----------------

parity request

=
T

Real
™o
]

,,,,,,,,,,,,,,,,,,,,,,,,,,,

0 i i i i i i i
0 10 20 30 40 50 50 70
Estimated parity request using correlation noise model (RN)

a3 3 MM mzlel eFEn g AHUEE o[EF
mjZlEl of F2F
Fig. 3. Estimated number of parity requests using the

correlation noise model, Ry vs. the real number
of parity requests (four test sequences, all bit
planes).
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is no degradation in R-D performance since Ry is
always smaller than the real number of requests.
Moving further away in this area from the y=x line,
however, means decrement in complexity reduction
performance. The lower triangle area below the y=x
line on the other hand illustrates overestimation of
parity requests Ry, which has more complexity
reduction but always degrades R-D performance.
Considering the complexity reduction and R-D
performance together, the upper area near y=x is a
better target; and the area below the line is the least
desirable case.

Figure 3 also shows that, if a decoder starts
decoding with the initially transmitted parity data of
amount Ky times My, its R-D performance may
decrease if Ry is overestimated. This means that the
problem of R-D performance degradation is not
solved yet; thus, it is hard to directly apply the
the

correlation noise to reduce LDPC decoder complexity.

minimum request estimation method using

4. Proposed Fast LDPC Decoding Method

The proposed fast LDPC decoding method basically
utilizes the HDA method. As mentioned before, the
HDA method is able to minimize the number of
iterations corresponding to currently requested (or
received) parity data, however, the HDA method
itself does not estimate the minimum number of
parity requests, R Therefore, in the previous
clauses, we have suggested two minimum request
estimation methods of R, The first one is
estimation by the bit plane-wise correlation where
corresponding estimated number of parity request is
denoted by Rp in former clause III-B. However, the
bit plane-wise correlation and its estimation result Fp
are only restrictively applicable: that is, it can be
only to MSB-2 to LSB. The second

estimation is by a correlation noise model where its

applied

corresponding estimation is denoted by Ey. Different
from Ep, the estimated minimum request Ry does not

have any restriction to apply to any bit plane,

==X H 513 H 4 &
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however, its problem is its aforementioned accuracy.
Therefore, here we explain how to overcome the
of
mnaccuracy of Fx. Consequently, we propose a fast
LDPC decoding method based on the HDA method

utilizing the minimum request estimation methods

problems restricted application of Rp and

using both bit plane-wise correlation and the
correlation noise model. In order to reduce the LDPC
while R-D
performance, the proposed method uses a request
method using the bit

correlation and the correlation noise model that

decoder  complexity preserving

estimation plane-wise
depends on the index of a bit plane. Bit planes are
divided into two groups: the M group (MSB and
MSB-1) and the L group (the other bit planes).

In the M group, only a fast method using entropy
is applicable. Figure 4 shows Ry versus the real
number of parity requests in MSB and MSB-1. If Ry
1s used to estimate the minimum number of parity
requests, Fuin, there may be a large loss in R-D
performance. Since there are few overestimated points
below the y=(1/2)x line as seen in Figure 4, to avoid

degradation of R-D performance, half of Ry is set to

70

60

o
=1

=
o

-----------------------------

[A]
=1

Real parity request

na
(=1
T

|
0 10 20 30 40 50 60
Estimated parity request using correlation noise model (RN)

a3 4. AMA miglg] eFEn &HZ AUEE o3t
mj2|gl of 52F Ry (MSB 2F MSB-1)
Fig. 4. Estimated number of parity requests using the

correlation noise model, Ry vs. the real number
of parity requests (four test sequences, MSB
and MSB-1).
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Ruin, as shown in eq.(9).

Ry :RTN (forM group : MSB, MSB —1) (9)

In the case of the L group, it is possible to utilize
both request estimation methods using the correlation
noise model and the bit plane-wise correlation. If the
estimated minimum number of parity requests using
the bit plane-wise correlation, Fp, is larger than Ry,
Rp becomes Ry Figure 5 shows Rp versus the real
number of parity requests, and it shows few points
are overestimated. When Rp> Ry, Ry is not desirable
as an (initial) estimated minimum requests because it
is more underestimated than FRp and, therefore, is
mappropriate for complexity reduction. On the other
hand, if Ry is larger than or equal to Rp, an average
of Ry and Rp is set to Ry Figure 6(a) shows Ry
versus the real number of parity requests; if Ry is
regarded as R, R-D performance degrades
significantly. Figure 6(b) shows an average of Ry
and Rp versus the real number of parity requests—
there are few overestimated points. When Rp < Ry ,

an average of Ky and Ep is more efficient than using
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only Ep, because Rp has more underestimated points
compared with the average of Ry and Rp. Eq.(10)
estimates the minimum number of parity requests

Ryin for the L group.
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Fig. 6(a).Estimated number of parity requests using the
correlation noise model, Ry vs. the real number
of parity requests when Rs - Ry (four test
sequences, from MSB-2 to LSB).
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Fig. 6(b).Estimated number of parity requests Ruin vs. the
real number of parity requests when Rs< Ry
(four test sequences, from MSB-2 to LSB).
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MSB or MSB-1 ? RMin =RN /2
YES
l NO
REB>RN? RMin = RB

Rwmin = (RB + RN) / 2

a2 7. Ak gl =Mk
Fig. 7. Flow chart of the proposed method.
R, (lf inR,>R,, L group)
R, =
"Min RN ;RB (lf l}’[ RB S RN , L group) (10)

Figure 7 shows a flow chart for calculating Ein
depending on the bit plane group. The LDPC decoder
initially
number of parity requests, R and starts iterative
decoding using the HDA method only after its

is informed of the estimated minimum

corresponding amount of initial parity data to Eus, 1S

received.

IV. Experiment and Discussion

1. Experimental Conditions
In this

reduction

section, we evaluate the complexity
(LDPC and WZ decoder) and R-D
performance of the latest fast LDPC decoding method
U4 and the proposed method. The performance is
compared using four different types of sequences
(Foreman, Coastguard, Hall monitor, and Stefan). The
size of the sequences is QCIF and the frame rate is
15 Hz. 'The

sequences have 150 frames each; Hall monitor has

Foreman, Coastguard and Stefan
165 frames. Key frames are encoded with a
H264/AVC intra frame coder; WZ frames
encoded using a LDPCA code!” with QM 1, 5, 7, 8

U8 The Foreman and Stefan sequences use QP of 40,

are

(845)
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E N

Table 1.

Ny 2

Experimental Results.

Foreman

Prev
LDPC TS (%) 68.59
WZ TS (%) 42.46
BDPSNR [dB] -0.08

Prev* HDAG6 Prop6 HDAS Prop8
54.50 56.27 65.66 52.88 64.02
34.03 3525 41.22 33.16 40.22
-0.01 -0.004 -0.005 -0.002 -0.003

Coastguard

Prev
LDPC TS (%) 73.55

WZ TS (%) 37.94
BDPSNR [dB] -0.117

Prev* HDA6 Prop6 HDA8 Prop8
60.52 63.15 72.68 59.52 70.90
31.56 3291 38.00 31.11 37.17
-0.016 -0.009 -0.012 -0.005 -0.008

Stefan

Prev* HDA6 Prop6 HDAS Prop8
LDPC TS (%) 72.92 59.35 61.10 70.55 57.46 68.95
WZ TS (%) 4834 39.50 40.75 47.26 3833 46.24
BDPSNR [dB] -0.103 -0.013 -0.004 -0.009 -0.002 -0.007

Prev

Hall monitor

Prev Prev* HDA6 Prop6 HDAS Prop8
LDPC TS (%) 75.66 63.31 6791 76.95 63.84 75.20
WZ TS (%) 28.82 2433 26.39 30.15 24.78 29.62
BDPSNR [dB]-0.182 -0.028 -0.016 -0.021 -0.008 -0.014

34, 29, 25 corresponding to QM,; Coastguard uses QP
of 38, 33, 30, 26, and Hall monitor uses QP of 37, 33,
29, oA The proposed method selects predefined
THDs of 6 and 8 for HDA. To compare the proposed
method with the latest fast LDPC method[m, the
parameters of the latest fast method are varied and

performance is compared only for the WZ frames.

2. Experimental Results

Table I shows average performance comparison in
terms of decoding time saving and PSNR of the
latest fast method™ and the proposed method with
the conventional WZ decoding without any fast
algorithm as an anchor using QM 1, 5, 7, 8 In Table
I, Prev represents the latest fast method ™ with
parameters selected as in [14]; Prev+ represents the
latest fast method with parameters selected for
adapting BDPSNR of approximately - 0.01dB. The

changed parameters used in the test sequences are all
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the same. HDA6 represents the HDA method when
THD 1is 6. Similarly, Prop6 means the proposed
method with the HDA6 method. LDPC TS and WZ
TS in LDPC
decoder and total WZ decoder. Timesaving(TS) is

calculated as,

indicate time savings respectively

Time,

original

—Time,,_
Jast

TimeSaving(TS): 100 (11)

Time

original

In eq.(11), Timeuigina is the decoding time in a
conventional (LDPC or WZ) decoder and Timegs is
the decoding time when fast LDPC decoding method
is used.

Comparison of Prev and Prop6 in Table I shows
little difference in time savings, but quite a large
difference in BDPSNR. In comparing the results of
Prev+ and Prop6, Prop6 has a larger average time
saving —the difference is about 12.04% for the LDPC
decoding and 6.8% for the WZ decoding. Prop6
shows better R-D performance (BDPSNR) compared
with Prevx as well. In Prop6, the best result is
obtained from the Hall monitor sequence, which
shows a time saving of 76.95% in LDPC decoding —
it improves LDPC TS of 13.64% compared to Prevx.
However, the complexity ratio the LDPC decoder
accounts for in the WZ decoder is the smallest
among the four test sequences; thus, it attains the
smallest WZ time savings (30.15%) and difference of
WZ time saving (5.82% compared with Prev*). The
Stefan sequence shows the opposite results—the
smallest difference of LDPC time saving (11.2%
compared with Prev+) but the largest difference of
WZ time saving (7.76% compared with Prevs),
because the complexity ratio the LDPC decoder
occupies in the WZ decoder is the largest among the

four test sequences.
V. Conclusion

This paper proposed a fast LDPC decoding method
with a negligible degradation of R-D performance.

[

inl8n)
[o]] /élulllu_

2

o
fol

[l

Compared with previous works, the proposed method
shows much smaller loss in R-D performance but
meaningful time savings in both the LDPC and WZ
(12.04% and 6.8%, The

proposed method requires only one user—specified

decoder respectively).

parameter (THD of HDA) so it sees less influence
from parameters compared with previous works.
Even though we applied the proposed fast LDPC
decoding method to WZ decoding, the complexity
ratio of the LDPC decoder in the WZ decoder is still
high. Therefore, a more accurate rate estimation
method, which does not degrade R-D performance
much, and an additional fast decoding algorithm, like
the HDA method, is desired. These would further
reduce the WZ decoder complexity while resisting the

influence of sequence characteristics.
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