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Abstract
Time-predictability of computing is critical for hard real-time and safety-critical systems. However, currently there is no

metric available to quantitatively evaluate time-predictability, a feature crucial to the design of time-predictable proces-

sors. This paper first proposes the concept of architectural time-predictability, which separates the time variation due to

hardware architectural/microarchitectural design from that due to software. We then propose the standard deviation of

clock cycles per instruction (CPI), a new metric, to measure architectural time-predictability. Our experiments confirm

that the standard deviation of CPI is an effective metric to evaluate and compare architectural time-predictability for dif-

ferent processors.
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I. INTRODUCTION

Processor architectural design has traditionally focused

on improving average-case performance or energy effi-

ciency. However, for real-time systems, time-predictabil-

ity is the most important design consideration. Unfortunately,

many performance-enhancing architectural features of

today’s microprocessors, such as caches and branch pre-

dictions, are detrimental to time-predictability [1, 2]. As a

result, an estimation of worst-case execution time (WCET)

on modern microprocessors, which is crucial for hard

real-time and safety-critical systems, is very difficult, if

not impossible, to make [1, 2]. On the other hand, a time-

predictable processor with low performance may be inef-

fective or even useless. To achieve both time-predictabil-

ity and performance, researchers have proposed a time-

predictable design for microprocessors [2] with the goal

to achieve time-predictability (or WCET analyzeability)

while minimizing the impact on average-case perfor-

mance.

In the last two decades, researchers have proposed sev-

eral designs of time-predictable processors for real-time

systems. Colnaric and Halang [3] proposed a simple

asymmetrical multiprocessor architecture without dynamic

architectural features, such as pipelines and caches, for

hard real-time applications. Delvai et al. [4] designed a

scalable processor for embedded real-time applications,

which employed a simple 3-stage pipeline without cache

memory, and Edwards and Lee [5] proposed a precision

timed (PRET) machine. Yamasaki et al. [6] studied

instructions per cycle (IPC) control and prioritization of

multithreaded processors. Paolieri et al. [7] examined

time-predictable multicore architectures to support WCET

analyzability. Finally, Schoeberl [8] proposed time-pre-
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dictable Java processor.

However, to the best of our knowledge, none of the

prior work has quantitatively evaluated time-predictabil-

ity. While (average-case) performance can be easily

assessed, most prior work on time-predictable design

either simply reported the worst-case performance through

measurement or analysis or just qualitatively explained

that the design was time-predictable by removing unde-

sirable architectural features. This is because, to the best

of our knowledge, there is no well-defined metric to eval-

uate time-predictability of microprocessors, and this has

fundamentally limited the advance of time-predictable

architectural design. The lack of a metric does not only

prevent designers from performing a quantitative com-

parison of different time-predictable designs in order to

select the better one, but also makes it impossible to

quantitatively analyze the trade-off between time-predict-

ability and performance since these two goals often con-

flict with each other.

To address this problem, this paper proposes to use the

standard deviation of cycles per instruction (CPI) to mea-

sure the time-predictability of different architectures.

Such a metric can quantitatively indicate the variation in

execution time of different architectural/microarchitec-

tural designs, and thus can provide useful insights for

engineers to make better design tradeoffs between perfor-

mance and time-predictability.

II. ARCHITECTURAL TIME-PREDICTABILITY

The execution time of a real-time task (or generally a

program) can be calculated by using Eq. (1), where T is

the execution time, N is the number of instructions, CPI

represents the clock cycles per instruction, and τ stands

for the clock cycle time. The computer architecture com-

munity has used this equation to evaluate the average-

case performance of microprocessors for decades, and we

can also use it explain the variation of the execution time.

In this equation, τ is fixed for each instruction, which is a

predictable quantity after the processor is designed and

implemented. In contrast, both N and CPI can vary sig-

nificantly, thus making it hard to achieve time-predict-

ability. Specifically, the number of instructions (N) can be

affected by both software and instruction set architecture

(ISA). Given an ISA, the number of instructions is mainly

determined by the software and its inputs, i.e., which

paths are executed at runtime. The CPI is affected by the

architectural/microarchitectural design. Usually in a pipe-

lined processor, different types of instructions take vari-

ous clock cycles, and even the same type of instructions

may take different clock cycles. For example, the laten-

cies of load instructions depend on whether they hit in the

cache or not.

T = N × CPI × τ (1)

Since our goal is to design time-predictable processors

(to support running real-time software), we should sepa-

rate the time variation caused by software and hardware.

For example, the inputs that are given, or the program

paths that are executed, should not be a concern for hard-

ware design. Prior work [2] seems to consider time-pre-

dictability of both the software and hardware as a single

problem, making it overly complicated, if not impossible,

to define a useful metric to specifically guide hardware

design for time-predictability. In this paper, we propose a

concept called architectural time-predictability (ATP) using

the definition below.

Definition 1 (Architectural time-predictability). Given

a number of instructions, architectural time-predictabil-

ity indicates the degree that the architecture under study

can provide predictable execution time.

In the above definition, the number of instructions of

the ISA is assumed to be known, which we believe is a

reasonable assumption to separate the time-predictability

of software and hardware. Once the ISA is defined, the

number of instructions executed is mostly affected by

software characteristics, features, and processes, includ-

ing the algorithm design, inputs, and compilation. More-

over, the number of instructions can be accurately obtained.

For hard real-time systems, the worst-case number of

instructions executed is needed to compute the WCET.

The worst-case number of instructions can be calculated

by state-of-the-art timing analysis techniques, such as the

implicit path enumeration technique (IPET) [9], although

the worst-case inputs may not be known without exhaus-

tive measurements, which are prohibitive.

III. STANDARD DEVIATION OF CPI

We propose to use the standard deviation of CPI to

quantitatively evaluate architectural time-predictability.

The averaged CPI has been used by the computer archi-

tecture community as a key measure of microarchitecture

effectiveness. However, as an aggregate metric, it cannot

indicate the variation of clock cycles for different instruc-

tions. As mentioned above, different instructions usually

vary in the amount of clock cycles they take on modern

processors, which is the fundamental reason why it is so

difficult to predict microarchitectural timing during WCET

analysis [1]. Therefore, we use the standard deviation of

CPI, which can clearly indicate the amount of variation

of microarchitectural timing, to measure architectural

time-predictability. In the ideal scenarion, there is 100%

time-predictability of the architecture (i.e., the standard

deviation of CPI is 0), and it becomes trivial to compute

the WCET. When we apply Eq. (1) to this ideal case, both

CPI and τ are known, and the worst-case number of

instructions is independent of hardware design and can be

calculated by using today’s timing analysis techniques,
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such as IPET [9].

In modern processors, different types of instructions

usually have different latencies. For example, an integer

addition instruction is usually faster than a load instruc-

tion. Thus the standard deviation of CPI needs to be clas-

sified into the standard deviation of CPI for each type of

instruction, rather than the standard deviation of CPI for

all instructions. For instance, in a time-predictable pro-

cessor, it is desirable for all the loads to take the same

number of clock cycles. However, it would be unwise or

unnecessary to require all loads to take the same amount

of clock cycles as additions and subtractions. Thus in our

evaluation, we classify the standard deviation for three

types of instructions, including loads, stores, and other

regular instructions.

IV. EVALUATION METHODOLOGY

We simulate a superscalar processor with different

architectural features to evaluate architectural time-pre-

dictability quantitatively based on the standard deviation

of CPI, by using SimpleScalar, a cycle-accurate simulator

[10]. We select six real-time benchmarks (Table 1) from

the Malardalen WCET benchmark suite [11] for our

experiments. Two of them are single-pathed, the other

four have multiple paths, and each of them is executed

with various inputs. We select three representative inputs

to represent the best case, the normal case, and the worst

case behavior observed (though it may not be the theoret-

ical best/worst case).

The basic configuration of the simulated processors is

listed in Table 2, including the parameters of the pipe-

lines, the caches, and the memory.

A. Architectures Evaluated

Caches and pipelines are two important architectural

features that can boost performance and are widely

employed in modern processors. Due to space limitations,

our experiments in this paper focus on evaluating archi-

tectural time-predictability of caches and pipelines. More

specifically, we quantitatively compare the architectural

time-predictability of four different architectures with fea-

tures as those given in Table 2.
● With caches, with pipelines: a processor with L1

instruction cache, L1 data cache, L2 cache, and pipe-

lines.
● With caches, without pipelines: a processor with L1

instruction cache, L1 data cache, and L2 cache, but

no pipeline.
● Without caches, with pipelines: a processor with no

cache and with pipelines.
● Without caches, without pipelines: a processor with

no cache and no pipeline.

V. EXPERIMENTAL RESULTS

A. Variation of CPI

Our first experiment quantifies the variation of CPI for

Table 1. Real-time benchmarks used in our experiments

Name Description Multi-path Input

fibcall Simple iterative Fibonacci calculation No Single

sqrt Square root function No Single

bsort100 Bubble sort program Yes Three

insertsort Insertion sort Yes Three

qsort-exam Non-recursive quick sort Yes Three

select Select the N-th largest number of an array Yes Three

Table 2. Basic configuration of the simulated processor

Parameter Value

Pipeline 2-IFQ, 32-RUU, 32-LSQ

Fetch speed, 2; decode width, 8; issue width, 8; commit width, 8

L1 I-cache 16K bytes, direct-map, 32 bytes block, 1 cycle latency

L1 D-cache 16K bytes, 4-associativity, 32 bytes block, 1 cycle latency

Unified L2 cache 256K bytes, 4-associativity, 64 bytes block, 6 cycles latency

Memory Unlimited, 100 cycles latency
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different benchmarks on a regular processor with caches

and pipelines. Fig. 1 shows the variation of CPI of all the

instructions for the benchmarks insertsort and qsort-

exam, both with the worst-case inputs. In the rest of the

paper, all the experimental results are based on the worst-

case inputs, whose timing behaviors are particularly

important for hard real-time systems. The black line in

each figure shows the mean CPI of all instructions of the

benchmark. As we can see for both benchmarks, the CPIs

vary significantly, indicating bad time-predictability of

the default architecture (i.e., with caches and pipelines).

B. Time-Predictability Results

Our second experiment uses the standard deviation of

CPI to quantitatively study the effects of caches on the

architectural time-predictability of the processors with

pipelines, and the results are given in Table 3. As men-

tioned above, we classify the CPI for different types of

instructions, including loads, stores, and other regular

instructions. “All” in Table 3 basically represents all the

instructions, regardless of their types. As we can see in

Table 3, the averaged standard deviation of CPI for load

instructions, store instructions, and other regular instruc-

tions are 41.16, 16.58, and 29.79, respectively, with

caches, while it decreases to 0, 0.02, and 0.4, respectively

without caches. This quantitatively demonstrates the time

unpredictability caused by cache memories due to the

latencies of memory accesses depending on whether or

not there is a hit in the caches and which cache is hit. By

disabling all caches, the load instructions become per-

fectly predictable (i.e., the standard deviation of CPI is

0), as there is neither a cache hit nor miss. The store

instructions and other regular instructions also become

much more time-predictable without caches. However,

their standard deviation of CPI is not exactly 0. This is

due to the time variation caused by the pipelines, includ-

ing delays due to control and data hazards as well as vari-

ous queuing delays. For example, an instruction may

need to stay in the instruction window for longer time

because it has to wait for the preceding instruction to

commit.

It should be noted that the standard deviation of CPI of

all instructions does not reveal architectural time-predict-

ability accurately as mentioned earlier. As can be seen in

Table 3, the averaged standard deviation of CPI of all

instructions with caches is actually smaller than that

without caches. This is because the majority of memory

accesses with caches result in cache hits, making the

latencies of most loads/stores close to those of other regu-

lar instructions. This leads to lower standard deviations

when compared to that without caches, in which case the

loads/stores are guaranteed to miss and thus have longer

latencies than other regular instructions, resulting in a

higher standard deviation.

Table 4 compares the mean and the standard deviation

of CPI for non-pipelined processors with and without

caches. A similar trend can be observed where disabling

caches leads to better time-predictability. Moreover, we

observe that the standard deviations of CPI of both stores

and other regular instructions become 0 without pipelines,

indicating that disabling pipelines can further improve

time-predictability.

Although both caches and pipelines are detrimental to

time-predictability, due to the quantitative nature of our

evaluation, we observe that caches can compromise the

architectural time-predictability much more than pipe-

lines. This is due to a higher variation of the standard

deviation of CPI for each type of instructions between the

architectures with caches and without caches when com-

pared to that between the architectures with pipelines and

without pipelines (Tables 3 and 4). This may also quanti-

tatively explain why the timing analysis of caches is gen-

erally more complex and harder to perform than that of

pipelines [1].

Fig. 1. The variation of cycles per instruction (CPI) of all the
instructions for the benchmarks (a) insertsort and (b) qsort-exam
both with the worst-case input.
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C. Performance Results

Although architectural time-predictability is degraded

by using caches and pipelines, the average-case perfor-

mance improves with the use of both. As shown in

Table 5, the performance of all the benchmarks is best on

the architecture with both caches and pipelines and is

worst on the architecture without both caches and pipe-

lines. The former is high-performance but not time-pre-

dictable, whereas the latter is time-predictable but not

high-performance. Among these four architectures, the

one with pipelines but without caches seems to provide

high time-predictability with adequate performance, bet-

ter than that without both caches and pipelines. By com-

Table 3. The mean and standard deviation of cycles per instruction for all benchmarks on architectures with the pipelines, with and
without caches

Benchmark
all ld st reg

Mean SD Mean SD Mean SD Mean SD

With the caches (with the pipelines)

fibcall 12.36 27.27 27.55 49.37 7.57 13.57 15.09 31.54

sqrt 11.82 25.77 21.71 42.12 8.05 15.75 12.93 27.28

bsort100-best 13.01 27.18 19.26 37.47 7.91 14.67 14.61 29.38

bsort100-normal 25.24 39.55 37.24 46.62 13.07 26.42 28.79 41.79

bsort100-worst 25.24 39.55 37.23 46.62 13.07 26.42 28.78 41.78

insertsort-best 12.69 28.05 34.73 55.67 7.691 14.31 15.52 32.30

insertsort-normal 12.11 26.15 24.32 45.37 7.72 14.13 14.08 29.07

insertsort-worst 11.41 23.78 18.49 37.13 7.75 13.88 12.63 25.41

qsort-exam-best 12.01 25.39 20.86 40.29 7.72 13.88 13.45 27.36

qsort-exam-normal 11.98 25.16 20.09 39.04 7.72 13.82 13.35 27.00

hline qsort-exam-worst 13.09 24.73 13.63 26.63 11.17 19.89 13.13 24.50

select-best 11.53 24.07 17.67 35.01 7.99 15.04 12.64 25.71

select-normal 11.61 24.30 18.05 35.61 7.99 15.06 12.78 26.05

select-worst 12.03 25.56 20.5 39.25 8.03 15.36 13.59 27.96

Average 14.01 27.61 23.67 41.16 8.82 16.58 15.81 29.79

Without the caches (with the pipelines)

fibcall 113.60 27.98 205 0 105 0.02 105.07 0.26

sqrt 116.06 31.31 205 0 105 0.02 105.08 0.27

bsort100-best 120.76 36.27 205 0 105 0.02 105.25 0.43

bsort100-normal 123.12 38.29 205 0 105 0.02 105.35 0.66

bsort100-worst 123.12 38.30 205 0 105 0.02 105.35 0.66

insertsort-best 111.34 24.33 205 0 105 0.02 105.05 0.22

insertsort-normal 113.88 28.38 205 0 105 0.02 105.09 0.28

insertsort-worst 116.46 31.76 205 0 105 0.02 105.12 0.33

qsort-exam-best 116.93 32.31 205 0 105 0.02 105.15 0.41

qsort-exam-normal 117.48 32.94 205 0 105 0.02 105.16 0.42

qsort-exam-worst 131.81 44.09 205 0 105 0 105.30 0.54

select-best 117.99 33.51 205 0 105 0.02 105.16 0.40

select-normal 117.74 33.23 205 0 105 0.02 105.15 0.40

select-worst 116.17 31.40 205 0 105 0.02 105.13 0.37

Average 118.32 33.15 205 0 105 0.02 105.17 0.40
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parison, the architecture with caches but without pipelines

can generally provide good performance, but time-pre-

dictability is inadequate. Moreover, architectural innova-

tions are needed to keep high-performance features that

do not affect time-predictability and to design new fea-

tures that are time-predictable and can also boost perfor-

mance.

VI. RELATED WORK

Recently, the real-time and embedded computing com-

munity has shown interest in defining a metric of time-

predictability due to the importance of studying time-pre-

dictability quantitatively. Thiele and Wilhelm [2] defined

time-predictability as a pessimistic WCET analysis and

Table 4. The mean and standard deviation of cycles per instruction for all benchmarks on architectures without the pipelines, with and
without caches

Benchmark
all ld st reg

Mean SD Mean SD Mean SD Mean SD

With the caches (without the pipelines)

fibcall 14.15 30.31 22.33 44.65 15.44 31.46 10.84 24.11

sqrt 13.61 29.39 18.38 38.12 15.82 32.39 10.45 23.14

bsort100-best 11.27 24.28 11.31 24.34 15.4 31.38 8.58 17.75

bsort100-normal 11.67 25.24 12.83 27.99 15.22 31.07 8.82 18.54

bsort100-worst 11.27 24.28 11.31 24.34 15.4 31.39 8.58 17.75

insertsort-best 14.58 31.12 27.29 50.57 15.82 32.11 11.15 24.83

insertsort-normal 13.46 29.06 19.38 40.7 15.6 31.73 10.21 22.54

insertsort-worst 12.2 26.52 14.93 33.1 15.29 31.2 9.18 19.66

qsort-exam-best 13.09 28.35 17.29 36.89 15.42 31.42 10.09 22.2

qsort-exam-normal 12.95 28.05 16.69 35.8 15.35 31.29 10.05 22.09

qsort-exam-worst 11.11 24.47 12.72 27.19 12.56 28.42 10.26 22.63

select-best 12.57 27.21 14.53 31.23 15.43 31.58 9.85 21.61

select-normal 12.69 27.47 14.83 31.78 15.46 31.64 9.97 21.93

select-worst 13.39 28.85 16.62 35.03 15.67 31.99 10.6 23.56

Average 12.71 27.47 16.46 34.41 15.28 31.36 9.9 21.59

Without the caches (without the pipelines)

fibcall 163.98 49.19 205 0 205 0 105 0

sqrt 158.52 49.88 205 0 205 0 105 0

bsort100-best 155.13 50 205 0 205 0 105 0

bsort100-normal 155.35 50 205 0 205 0 105 0

bsort100-worst 155.12 50 205 0 205 0 105 0

insertsort-best 162.89 49.38 205 0 205 0 105 0

insertsort-normal 159 49.84 205 0 205 0 105 0

insertsort-worst 155.06 50 205 0 205 0 105 0

qsort-exam-best 157.31 49.95 205 0 205 0 105 0

qsort-exam-normal 156.58 49.98 205 0 205 0 105 0

qsort-exam-worst 157.29 49.95 205 0 205 0 105 0

select-best 155.78 50 205 0 205 0 105 0

select-normal 156.04 49.99 205 0 205 0 105 0

select-worst 157.87 49.92 205 0 205 0 105 0

Average 157.57 49.86 205 0 105 0 105 0
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best-case execution time (BCET) analysis, and Grund

[12] defined time-predictability as the relation between

BCET and WCET and argued that it should be an inher-

ent system property. Grund et al. [13] then proposed a

template for predictability definitions and refined the def-

inition into state-induced time-predictability (SIP) and

input-induced time-predictability. Kirner and Puschner

[14] formalized a universal definition of time-predictabil-

ity by combining WCET analyzeability and stability of

the system. However, in all the above work, except for

that of Grund [12] and Grund et al. [13], the calculation

for time-predictability is still dependent on the computa-

tion of WCET. Since WCET estimation is usually pessi-

mistic and there is no standard way to compute it (though

different methods to derive WCET, such as abstract inter-

pretation and static cache simulation do exist), any time-

predictability metric relying on WCET analysis is likely

to be inaccurate and would be difficult to be standardized

in practice.

Moreover, in all the above work, except again for that

of Grund [12] and Grund et al. [13], the definition for

time-predictability does not separate the time variation

caused by software and hardware, making it overly com-

plicated to derive a time-predictable metric that can

effectively guide the architectural design. While Grund

[12] and Grund et al. [13] proposed SIP to separate the

timing uncertainty between hardware and software, the

metric they proposed to evaluate SIP needs to exhaus-

tively find the maximum and minimum execution time of

all different states, and this may not be computationally

feasible. Also, no quantitative results are given in their

study. In contrast, this paper proposes a metric to effi-

ciently assess architectural time-predictability with a

quantitative evaluation of architectural time-predictabil-

ity on statically-scheduled processors with different

architectural features.

Recently, Ding and Zhang [15] proposed to use a quan-

titative architectural time-predictability factor (ATF).

Compared to ATF, which can only quantitatively show

the ATP of the whole processor, the standard deviation of

CPI can provide the ATP for various microarchitectural

components, such as caches and pipelines. Thus, we can

quantitatively understand the impact of different microar-

chitectural components on ATP by using the standard

deviation of CPI for different types of instructions, a fea-

ture which is not available in ATF. Therefore, the stan-

dard deviation of CPI can provide useful insights for

engineers to design and implement new architectures

with better time-predictability.

VII. CONCLUSION

In this paper, we present the concept of architectural

time-predictability to separate that of hardware design

from that of software design. We then propose a new met-

ric to evaluate the architectural time-predictability that

uses the standard deviation of the clock CPI. Our prelimi-

nary evaluation demonstrates that the proposed metric

can quantitatively measure time-predictability of proces-

sors with different architectural features, such as caches

and pipelines.

Table 5. The total execution cycles of all the benchmarks on all the four architectures studied

Benchmark
With the pipeline Without the pipeline

With the cache Without the cache With the cache Without the cache

fibcall 27680 692501 97952 1135420

sqrt 35055 846101 115142 1341100

bsort100-best 31809 1059701 123627 1646080

bsort100-normal 35649 1142501 128719 1772220

bsort100-worst 35657 1142901 128749 1772740

insertsort-best 27877 658901 96048 1073140

insertsort-normal 29132 771901 103852 1227190

insertsort-worst 29831 934701 114002 1449230

qsort-exam-best 34356 885201 115936 1392355

qsort-exam-normal 35649 921701 119337 1395045

qsort-exam-worst 36617 977301 130802 1443080

select-best 34790 846701 113333 1336530

select-normal 34850 959501 119225 1465870

select-worst 35371 955801 120122 1488785
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The standard deviation of CPI can be used to quantita-

tively guide the design of time-predictable processors. In

our future work, we plan to use the standard deviation of

CPI to evaluate time-predictability of different architec-

tures, for example branch prediction, multicore designs,

etc. Moreover, we intend to use this new metric to quanti-

tatively trade off time-predictability with performance,

energy, and cost for real-time systems.
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