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Abstract

Purpose - The purpose of this study was to predict the se-
lection of independent auditors in the companies listed on the
Tehran Stock Exchange (TSE) using a combination of PSO al-
gorithm and CART. This study involves applied research.
Design, approach and methodology - The population con-

sisted of all the companies listed on TSE during the period
2005-2010, and the sample included 576 data specimens from
95 companies during six consecutive years. The independent
variables in the study were the financial ratios of the sample
companies, which were analyzed using two data mining techni-
ques, namely, PSO algorithm and CART.
Results - The results of this study showed that among the

analyzed variables, total assets, current assets, audit fee, work-
ing capital, current ratio, debt ratio, solvency ratio, turnover, and
capital were predictors of independent auditor selection.
Conclusion - The current study is practically the first to focus

on this topic in the specific context of Iran. In this regard, the
study may be valuable for application in developing countries.

Keywords: Independent Auditor Selection, PSO Algorithm,
CART.

JEL Classifications: G23, G24, G32.

1. Introduction

The increasing dominance of security trading led to the pros-
perity of the capital market and involvement of small investors
in this market. Governments adopted rules for regulating the
management of joint-stock companies and the relationship be-

* Corresponding Author, Assistant Professor of Accounting, Ferdowsi
University of Mashhad, Iran, E-mail: mehdi.salehi@um.ac.ir.

** M.A in Accounting, Khorasan Science and Research Branch, Islamic
Azad University.

*** PhD. Student of Banking, Marmara University, Istanbul, Turkey,
E-mail: mostafa.bahrami66@yahoo.com.

tween stockholders. Adoption of such rules and organization of
security trading through stock exchanges were other factors that
led to the maturity of joint-stock companies and the increasing
number of a class of investors who neither directly participated
in the management of companies nor were inclined to do so. A
management that either consisted of large shareholders or was
selected by them administered joint stock companies. The on-
going evolution in capital ownership and management in in-
dustrial countries led to the emergence of a new group of expe-
rienced, professional managers who, in spite of their full mana-
gerial authority, had little share in the capital of their
businesses. This was an instantiation of the idea of separation
of ownership and management. The new capital system ex-
panded accounting duties and necessitated reports that could in-
form shareholders of the management of their capital.
Meanwhile, the financial and credit markets expanded, and
banks and credit institutions that provided a large part of the
credits required for the current operations and investments of
economic entities were informed about the financial statements
of other companies and economic entities. Thus, the extent of
accounting and financial reporting operations further expanded.
The increasing number of joint-stock companies and develop-
ment of capital and money markets promoted the goal of ac-
counting from responding to the needs of a small number of
capital owners to providing accounting information to managers
and beneficiaries. This social role of accounting could not be
played merely be the accountants employed by institutions,
since the direct employment relationship forced them to accept
the views of the management. In addition, these accountants
were in favor of the management of the institution and they
could not provide unbiased and reliable financial information that
would meet the needs of various users who often had conflict-
ing rights and interests. The solution to this problem was the
selection of specialized auditors in the general meeting of
shareholders who examined documents and statements of the
economic entity, discovered any fraud and abuse, and provided
unbiased opinions about the financial statements presented by
the institution. The cooperation of experienced and specialized
auditors with their display of honesty, truthfulness, and expertise
formed the first professional accounting system in the late 19th
century England. In the early 20th century, professional account-

Print ISSN: 1738-3110 / Online ISSN 2093-7717
doi: 10.13106/jds.2014.vol12.no3.33.

Prediction of Auditor Selection Using a Combination of PSO Algorithm and CART
in Iran

8)

Mahdi Salehi*, Sharifeh Kamalahmadi**, Mostafa Bahrami***

Received: November 28, 2013. Revised: February 02, 2014. Accepted: March 17, 2014.



34 Mahdi Salehi, Sharifeh Kamalahmadi, Mostafa Bahrami / Journal of Distribution Science 12-3 (2014) 33-41

ing systems were created in other countries that not only were
socially accepted, but also had legal authority (Meigs et al.,
1992).
This brief review shows that auditing, as a profession, ex-

pertise, and field of study, has a short history that goes back to
a century ago. However, it has kept pace with the fast develop-
ments of the last century and has quickly adapted itself to con-
temporary conditions. Auditing is now regarded as a specialized
branch of knowledge whose principles, methods, and perform-
ance has been examined in many articles and books (Meigs et
al., 1992).

2. Theoretical issues

The theoretical issues are subdivided into 3 sections as fol-
lowings:

2.1. Independent auditor

An independent auditor is a person who, upon the request of
shareholders, beneficiaries, and/or legal authorities, examines the
accounts of an entity and reports the results to the natural or
legal person that has hired them (Meigs et al., 1992). The main
reason for independent auditing is assurance and playing this
role places auditors in a unique position. Attestation of financial
statements is to ensure the reliability of these reports. It con-
sists of two stages: (1) collection of evidence, and (2) pre-
sentation of the audit report.
Characteristics such as independence, impartiality, and pro-

fessional responsibility are as important to auditors as technical
expertise (Meigs et al., 1992). Among these characteristics, in-
dependence is of utmost importance, that is, the auditor must
not be affiliated with the company being audited. The role of
the independent auditor is to ensure that financial statements
optimally support the interests of all groups without bias. The in-
dependent auditor provides services other than assessment of fi-
nancial statements. These services can be categorized into two
general groups:
1. Other assurance services: auditor’s report on special pur-

pose, overview of historical financial statements, performing
agreed-upon procedures regarding financial information, and ex-
amination of prospective financial information;
2. Compiling financial information (Nourvash et al., 2011).

2.2. Decision tree (CART)

Decision tree is the most efficient and most widely used
methods of inductive inference (Mitchell, 1997; Alpaydin, 2010).
Decision tree learning is a method of learning with observations.
ID3 algorithm is an algorithm used to generate a decision tree.
It uses divide-and-conquer strategy for generating the tree and
uses entropy for classifying the data. The goal of ID3 algorithm

is to reduce confusion in nodes and to produce smaller trees.
CART, which stands for Classification and Regression Trees, is
the enhanced version of ID3 (Quinlan, 1993). This algorithm is
able to classify continuous and noisy data. In terms of attrib-
utes, CART functions similar to ID3 and if the value of attrib-
utes is discrete, the data is arranged in an ascending order.
Then, it calculates information gain for all the splitting possibil-
ities in order and selected the value of the attribute with the
highest gain as the splitting threshold and the information gain
of the attribute. The best characteristic of this algorithm is that it
prunes the generated tree. Usually if the possibility of a leaf
falling from the tree is less than a threshold as compared to
the neighboring leaves, that leaf is omitted or combined with the
neighboring leaves. The purpose of pruning is to make the tree
smaller, to avoid over fitting, to remove noise, and to reduce
the effect of missing data that helped generate the tree. CART
uses the Gini index instead of entropy (Breiman et al., 1984).

2.3. Particle swarm optimization (PSO)

PSO is an algorithm that simulates the social behavior of a
flock of birds. This algorithm was designed to discover the un-
derlying rules that enabled birds to fly synchronously and often
changing direction suddenly, scattering, and regrouping. PSO
optimizes a problem by iteratively trying to improve a candidate
solution with regard to a given measure of quality. In PSO the
candidate solutions, or particles, fly across the search-space.
Movement within the search-space is a function of the particle’s
own experience and the experience of the particle’s neighbors
or the experience of the whole swarm. Therefore, the position of
the population of particles affects the searching pattern of a
particle. For each particle, a position and a velocity are defined
and respectively modeled by a space vector and a velocity
vector. PSO is based on the principle that at any given time
each particle adjusts its position in the search-space according
to its best previous position and the best position in its neigh-
borhood (Carvalho and Ludermir, 2006).
Considering the above introduction, the present research tries

to examine whether it is possible to predict selection of in-
dependent auditors in the companies listed in Tehran Stock
Exchange based on a combination of PSO and CART.

3. Review of Literature

Chaney et al. (2004) carried out a research on self-selection
of auditors and audit pricing in private firms. Using OLS re-
gression, they showed that auditees, when not compelled by the
market, choose the lowest-cost auditor available. Chaney and
colleagues also used the data from prediction of self-selection of
auditors in their analysis of audit pricing.
Velury et al. (2003) carried out a research the role of institu-

tional ownership in the selection of industry specialist auditors.
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They employed a two-stage least square regression model to
examine the relationship between audit quality and the level of
institutional investment. Their findings suggested that institutional
owners influence management’s choice of audit quality and en-
courage management to improve reporting quality by employing
auditors that provide a higher quality service.
Kane and Velury (2004) studied the role of institutional own-

ership in the market for auditing services. Using logistic re-
gression, they found that firms with high level of institutional
ownership are more likely to select a Big auditor. They also
found a positive association between Size and Debt and the se-
lection of a Big auditor.
Cravens et al. (1994) examined the factors that affect the au-

ditor selection process. They used univariate statistics and
standardized Z score to perform the comparisons. The results
indicated that there are differences between clients of Big and
non-Big auditors, but also that there are differences among cli-
ents of different big auditors.
Kirkos et al. (2007) applied data mining methodologies to au-

ditor selection. They used decision tree, neural networks, and
K-nearest neighbor algorithm to develop models that could pre-
dict auditor choice. Using a 10-fold cross-validation test, the ac-
curacy of each of the methods was calculated as follows:
81.97% for decision tree, 78.45% for neural networks, and
73.21% for k-NN. The results of this study suggested that firms
with high debt opt for audit quality.
Kirkos et al. (2008) examined auditor selection using C4.5

Decision Tree, MLP Neural Networks, and Support Vector
Machine. The sample of this research included 338 UK and
Irish firms. The accuracy rates according to a 10-fold cross-vali-
dation test were 83.73%, 75.44% and 79.29% for the Decision
Tree, Neural Networks, and Support Vector Machine methods
respectively. The results of C4.5 and SVM models suggested
that debt level is a driving factor in the choice of auditors and
companies with high debt structure tend to choose a big
auditor.

4. Research methodology

The present research is an applied study. Based on the data
collected from TSE, the research hypothesis is tested and the
results are generalized to the entire population. The method of
the research is a combination of PSO and CART.

4.1. CART decision tree

CART uses the Gini index instead of entropy (Breiman,
1984), which is defined as follows:

Where is the ratio of the data belonging to class .
First this algorithm calculates the Gini coefficient for all the at-

tributes of the primary data. Then, the information gain of each
of the attributes is calculated from:

is calculated in equation (3) where denotes

the residual entropy in classes due to using attribute which
can be calculated as the sum of split probabilities. Then, the at-
tribute with the highest gain is selected as the splitting attribute.

Where is the branch created by selecting attribute as the
splitting attribute.

4.2. Particle swarm optimization (PSO)

The PSO algorithm initializes a certain number of particles
with a random position and velocity. These particles iteratively
move in the N-dimensional problem space in order to search for
new possible options by calculating optimization as a criterion.
The space dimension of the problem is equal to the number of
parameters in the optimization equation. Each particle maintains
a memory of its previous best position and the best position of
all the particles. Through experience, the particles decide where
to move in their next turn. The particles iteratively move in the
N-dimensional problem space until all the particles converge to
a point in the search-space (Gupta et al., 2003).

1. The number of particles in the swarm ( ): PSO initiates a

random number of particles. The size of differs depending on
the problem. Each solution is represented by an array of bits.

denotes the initial population, where is the number of

particles ( ) and is the number of bits ( ).

2. Position ( ): The position of a particle is represented by a

matrix. The number of rows in matrix is twice the rows in

matrix .
3. Velocity: Each particle starts with a random velocity which

is updated based on equation (4):

4. Objective function: The function that must be minimized.
5. Velocity-position relationship: The velocity of each particle

changes with respect to (best previous position of particle

) and (global best position).

In equation (4), and are learning coefficients, and

are random numbers in the interval , and denotes the

inertia weight. At the end of the -th iteration, the position of

each particle ( ) is updated using equation (5) and the new
position of the particles is obtained (Soke and Bingul, 2007):
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4.3. Population and sample

The population of the research consists of all the companies
listed TSE during the period 2005-2010. The sample includes
576 data from 95 companies listed in TSE during the same
period. First, a list was created of all the companies that were
constantly active in TSE during the period 2005-2010.
Investment companies, financial brokerage companies, inactive
companies, and companies with incomplete information about
audit fees were excluded from the sampling. The final sample
included 102 data that were audited by public audit firms and
474 data that were audited by private audit firms.

4.4. Purpose

The purpose of the present research is to predict selection of
independent auditors in the companies listed in Tehran Stock
Exchange based on certain components (turnover, total assets,
current assets, etc.) using a combination of PSO algorithm and
CART.

4.5. Research Hypothesis

According to the purpose of the study, the following hypoth-
esis is postulated in the study:
H1: Certain components (operating income, non-audit fees,

etc.) affect the prediction of independent auditor se-
lection using PSO algorithm and CART.

5. Data analysis

MATLAB 7.6 software was used to implement the algorithms.
MATLAB is one of the best mathematical software with ex-
tensive applications in many fields of study. The toolboxes of
MATLAB facilitate working with the software. In the present re-
search, a combination of particle swarm optimization (PSO) and
categorization and regression trees (CART) was used for hy-
pothesis testing.

5.1. Design and implementation

This section provides an overview of the design and im-
plementation procedure of the mixed PSO-CART model. There
are six steps in the proposed method: (1)selecting the data, (2)
cleaning the data, (3) dividing the data into training and vali-
dation sets, (4) selecting the variables that affect prediction of
independent auditor selection using PSO for each model, (5)
training the models, and (6) estimating the trained models with
the data that has not been seen by the algorithms.

<Figure 1> The proposed procedure for predicting independent auditor
selection using the mixed PSO-CART model

The following sections describe the different steps of the pro-
posed procedure.

5.2. Selecting the data

The first step in any data mining procedure is data selection.
The financial data of 95 companies were collected for a six-year
period (2005-2010) with 16 independent variables from the web-
site of Iran’s Securities and Exchange Organization1). There was
a dependent variable (Audit Firm) for all the companies. From
the 95 studied companies, private audit firms audited 78 compa-
nies and public audit firms audited 17 companies.

<Table 1> List of the selected independent variables

1) www.codal.ir

No. Variable
1 Current debts
2 Accounts Receivable
3 Audit Fee
4 Non-Audit Fee
5 Current Assets
6 Degree of Leverage
7 Capital
8 Working Capital
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5.3. Cleaning the data

The second step involves cleaning the data. In this step, the
data with incomplete or incalculable information about the in-
dependent variables are omitted. Considering the previous stud-
ies and the research of Kirkos et al. (2008), 39 financial ratios
were extracted. First, analysis of variance was used to estimate
the significance of each variable. This method estimates the
variation of the values for each class. If the -values of the var-
iables were less than 0.005;those variables would be selected
as independent variables of the research (Kirkos et al., 2008).
Overall, 16 variables were selected using this method.
To prepare the data for model training and validation, first

each of the variables is normalized using equation (6) so that
the effect of large values is reduced.

Where and are the minimum and maximum value of

the variable, is the normalized value of , and is the num-
ber of the variable.

5.4. Dividing the data using 10-fold cross-validation

Error rate is one of the measures used for classification.
Generally, we cannot make a good judgment about the perform-
ance of algorithms by comparing the errors calculated on the
training data. Usually the error rate on the training data is less
than the error rate on the data that has not been seen during
the training process. Therefore, we cannot use training error for
comparing the two algorithms. For more complex models, classi-
fications that have more parameters have a more complex
boundary. This reduces error on the training data as compared
to simpler models (Alpaydin, 2010). Therefore, we need estima-
tion data along with the training data. Validation data is also
used to select the right variables for each model. Hence, each
dataset is divided into three independent subsets: training data,
validation data, and estimation data. Training data is used for
training the model, validation data is used to examine whether
the right variables are selected for each model, and estimation
data is used to calculate the algorithms’error rate on the data
that has not been seen. Indeed one implementation of the algo-
rithms is not enough for a good estimation. Usually algorithms
tend to have expected error rate as close to the real error rate

as possible and this can be done only with repeated im-
plementation of the training and estimation processes. Thus, a
part of a given data set is set aside for final estimation and the
rest of the data is used for training and validation; finally, all
the three sets are changed and the model is again estimated.
K-fold cross-validation is a common method for this purpose. In
this method, the data set is randomly partitioned into equal

parts. pairs are randomly extracted where is the

independent variables and is the dependent variable related

to sample . Subsequently iterations of training and validation
are performed such that within each iteration a different fold of
the data is held-out for validation while the remaining
folds are used for learning. Usually 20% of the available data is
used for validation and the remaining 80% is used for training.
The training, validation, and estimation data must be large
enough so that the expected error rate will be closer to the ac-
tual error rate. Meanwhile, the training, validation, and estimation
data must have the least overlap with the data from other iter-
ations so that all the data are included in training, validation,
and estimation processes. It must also be noted that the ratio
of the data of each class in each of the training, validation, and
estimation sets must be equal to the ratio of the data of the
same class in the entire data sets. For instance, if the samples
of a classroom include 20% of the learning samples of the en-
tire data sets, 20% of the data in each of the training, vali-
dation, and estimation sets must belong to that class. There are
two important issues here. First, the ratio of the validation set to
the learning set is small. Second, as the value of (total num-

ber of samples in the data sets) increases, we can decrease ,

and if the value of is small, must be large enough to pro-

vide enough samples for training. If equals , this method
changes into leave-out-one method. Figure 2 displays the first
four iterations for selecting the training, validation, and estima-
tion data sets using 10-fold cross-validation.

<Figure 2> The first four rounds of selecting training, validation, and

estimation data sets with

9 Operating Capital
10 Gross Profit
11 Total Debts
12 Total Assets
13 Turnover
14 Debt Ratio
15 Solvency Ratio
16 Current Ratio
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In each iteration, an error rate is calculated for training and
validation data and the mean of these values is considered as
the error rates of these two data sets.

5.5. Selection of the variables that affect prediction of
independent auditor selection using PSO algorithm
for each model

After dividing the data into three groups, i.e. learning, vali-
dation, and evaluation sets, the variables that affect the pre-
diction of independent auditor selection must be identified. A
combination of PSO algorithm and CART is used to identify
these variables. First, the 16 variables of the problem must be
encoded in order to be incorporated into the mixed model. The
table below presents an example of such encoding.

<Table 2> List of the selected independent variables

No. Variable Encoding

1 Total Assets 1

2 Current Assets 0

3 Total Debts 1

4 Current Debts 1

5 Gross Profit 0

6 Operating Profit 0

7 Accounts Receivable 0

8 Audit Fee 1

9 Non-Audit Fee 1

10 Working Capital 1

11 Current Ratio 0

12 Debt Ratio 1

13 Solvency Ratio 0

14 Turnover 0

15 Leverage 1

16 Capital 1

Each of the bits in the above table indicates whether the in-
dependent variable is present (one) or absent (zero) in CART.
Absence or presence of the variables in CART is determined by
PSO algorithm. The training data is used to identify the varia-
bles that affect the prediction of independent auditor selection,
and the validation data is used to estimate the variables se-
lected in PSO algorithm. As seen in Figure 3, first, 20 particles
with 16 random numbers of either 0 or 1 are initialized with a
small random velocity, an error rate of 100, and a best solution
value (best error rate) of 100 for each particle. It is assumed
that all the particles are the worst particles possible. Then, us-
ing the training data, 20 models of  are trained with an input
equal to the number of variables that have a value of one (

denotes the CART tree). The training data is fed to model 
for it to learn them. Then the error rate for each of the models
of A (the particle corresponding to model A) is obtained and the
best solution of each particle and the global best solution are
updated. Since all the particles have a binary value, a newer
version of PSO must be used for updating velocity and position
(Khanesar, 2007). Using equations (6) and (7), the velocity and
position of each particle is updated and the algorithm is
recalled. This procedure continues until the best solution does
not change over 50 generations and finally the driving variables
of independent auditor selection are selected.

In equation (7), is a random number between zero and
one. Once the mixed PSO-CART algorithm is converged, the
best variables for predicting independent auditor selection are
yielded.

<Figure 3> The process of the proposed PSO algorithm for identifying
the driving variables of independent auditor selection

5.6. Training process and model estimation

After dividing the samples into training, validation, and estima-
tion sets and identifying the driving variables of independent au-
ditor selection, the CART tree is trained using the training data
and then the accuracy of the model is estimated using the esti-
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mation data that has not been seen by the tree. As described
earlier, K-fold cross-validation method is used and the data is
divided into 10 parts. Accuracy rate is used as a measure for
estimating the prediction models:

The closer the accuracy rate is to 100, the closer are the
predictions of algorithms to reality. The procedure for calculating
type I and type II errors is as follows (Walsh et al., 1969):
TP: Total number of private companies that have been truly

predicted as private.
FP: Total number of public companies that have been falsely

predicted as public.
TN: Total number of public companies that have been truly

predicted as public.
FN: Total number of private companies that have been falsely

predicted as private.

<Table 3> Type I and II errors for the estimation data of CART
algorithm

5.7. CART

After selecting the core variables using PSO-CART algorithm,
the training data are applied to CART and the algorithm creates
a decision tree based on the data. During the training phase,
the tree is allowed to fully grow and then, to avoid over fitting,
the tree is pruned. The structure of the tree is saved in the
computer once the tree is trained. To estimate the model, the
estimation data that have not been seen by the tree are applied

to it and the estimation error is calculated. Figure 4 presents
the trained CART.
Table 4 shows the selected components for predicting the se-

lection of independent using the PSO-CART algorithm.

<Table 4> The list of the variables selected by PSO-CART algorithm

1 Total Assets 1
2 Current Assets 1
3 Total Debts 0
4 Current Debts 0
5 Gross Profit 0
6 Operating Profit 0
7 Accounts Receivable 0
8 Audit Fee 1
9 Non-Audit Fee 0
10 Working Capital 1
11 Current Ratio 1
12 Debt Ratio 1
13 Solvency Ratio 1
14 Turnover 1
15 Leverage 0
16 Capital 1

Table 5 presents the mean accuracy rate of the model after
implementing 10-fold cross-validation.

<Table 5> Accuracy rate of the model

Fold 1 2 3 4 5 6 7 8 9 10 Mean

Accuracy
Rate (%) 100 88.77 98.25 94.74 87.77 85.25 10096.49 96.49 96.4994.43

The calculation procedure for the fourth implementation is
showed in the table below.

<Table 6> Type I and II errors for the estimation data of CART
algorithm
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6. Conclusion

The present research used a combination of PSO algorithm
can CART for hypothesis testing. The results showed that from
the 16 studied variables, 9 variables (Total Assets, Current
Assets, Audit Fee, Working Capital, Current Ratio, Current Debt,
Solvency Ratio, Turnover, and Capital) affect the prediction of
independent auditor selection. Moreover, the prediction rate of
the mixed model (PSO-CART) is 94.43%, the type I error of the
model is 12.50%, and the type II error of the model is 4.08%.
Therefore, it can be argued that the mixed model is appropriate
for predicting independent auditor selection due to having a high
accuracy rate and low type I error rate.
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