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Abstract  Group communication is becoming increasingly popular in Internet applications such as
videoconferences, online chatting programs, games, and gambling. For secure communications, the

integrity of messages, member authentication, and confidentiality must be provided among group

members. To maintain message integrity, all group members use the Group Key (GK) for encrypting

and decrypting messages while providing enough security to protect against passive attacks.

Tree-based Group Diffie-Hellman (TGDH) is an efficient group key agreement protocol to generate

the GK. TGDH assumes all members have an equal computing power. One of the characteristics of

distributed computing and grid environments is heterogeneity; the member can be at a workstation, a

laptop or even a mobile computer. Member reordering in the TDGH protocol could potentially lead to

an improved protocol; such reordering should capture the heterogeneity of the network as well as

latency. This research investigates dynamic reordering mechanisms to consider not only the overhead

involved but also the scalability of the proposed protocol.
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1. Introduction

Group communications are created all over the

network in the form of videoconferences, on-line

chatting programs, games, and gambling. Security

plays an important role in these instances of group

communication. According to [3, 4], member authentication

processes and key distribution take place at the

beginning of a group communication. The group size

tends to be less than 100 [8]. However, the Group Key

(GK) computation takes a relatively long time to

complete. For achieving a high level of security, the

GK should be changed after every member joins and

leaves so that a former group member has no access to

current communications and a new member has no

access to previous communications [3]. The group key

agreement protocol focuses on the GK computation,

which consists of evaluating a function of modular

exponentiations. In order to calculate the GK using

modular exponentiations, the adaptation of key trees is

needed to reduce the computational overhead. Modular

exponentiation is the computationally most expensive

operation in TGDH [2]. The number of exponentiations

for membership events depends on the number of

group members. The algorithm efficiency of TGDH is

O (log2n), where n is the current number of members,

so it is efficient as long as the key tree is perfectly

balanced. However, maintaining a perfect key tree

balance results in a significant overhead. Maintaining a

perfectly balanced tree after a membership change is

one problem; another is that TGDH assumes an

underlying homogeneous network. However, in

distributed computing environments, members can be

at a workstation, a laptop, or even a mobile computer.
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For example, if there is a mobile computer member in

the group communication and his position is assigned

to the last position in the key computational sequence

in the group key computation, then he/she must

calculate the cardinal value K = gK1K2...Knmod p. The

last positioned member has to compute the most

complex value, so if a mobile member is assigned to

the last position in the key computation, then all

members must wait longer for obtaining the GK. It is

clear that a member sequence must be reordered taking

into account that the network is composed mainly of

heterogeneous components and therefore, each has

different computing power. A reordering scheme to

optimize the GK computation is proposed in this

research. A secure and efficient key management is a

critical issue in group communication [7]. If the

system’s performance is low, then the system’s

usability will be low. Therefore, the focus on increasing

the efficiency of the group key computation is aimed at

maximizing system’s usability.

2. Related Work

Group communication arises in many different

settings, from low-level network multicasting to

conferencing, and other groupware applications.

Regardless of the environment, security services are

needed to provide communication privacy and integrity.

These services are not possible without a secure and

efficient key distribution, authentication, and other

mechanisms. In a secure communication, group

members need a common group key to protect their

messages exchanged as well as group key management

for the computation and distribution of the GK. Unless

the communication channel is secure, delivery of

messages over the network to the right destination

cannot be guaranteed. Group key management is a

building block to provide such assurance. There are

two types of schemes in group key management, group

key distribution and group key agreement [9]. The

group key distribution is assigned to one member in the

group who then becomes the key distribution center.

He/she computes the GK and distributes it to each

member in the group. The group key agreement is

suitable for peer-to-peer group communication [9]. In

these groups the group key agreement protocol ensures

that each member has an equal opportunity for

generating the GK. One member takes the role of the

Group Controller (GC), collects all the members’ blind

keys (public keys), broadcasts the group key

computation tree structure to all members, and controls

the overall group key computational processes [12, 13].

3. Tree-based Diffie-Hellman Group

Key Computation
The Group Diffie-Hellman (GDH) key agreement

protocol [10, 11] is an extension to the Diffie-Hellman

(DH) key exchange protocol [3]. The GK computation

is an important component of group key management

in securing group communication; several efforts to

enhance the group key computational process have

been reported [13,14,15] in which every member must

contribute in the computation of the GK. Therefore,

group key management focuses on minimizing

computational overhead due to its inherent expensive

cryptographic operations [1]. Because of the complexity

of the GK computation, the group key management

adopts a key tree structure that reduces computational

times. Key trees have been suggested in the past for

centralized group key distribution systems to reduce

the complexity of the key calculation [6]. One such

group key computational protocol is the Tree-based

Group Diffie-Hellman TGDH [5].

An example of the key tree-based GK computational

process follows. In the binary key tree for generating

a group key in Fig. 1, each node <l, v> represents a

v-th node at level l in the tree and node <l, v>’s secret

(private) key K<l, v> and a blind (public) key BK<l,

v>=f(K<l, v>) = g
K<l, v> modp, where g and p are large

integers. Every member holds the secret key along the
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key path. For simplicity, assume each member knows

the blind keys in the key tree. The key paths are the

shadowed nodes (node <0,0>, <1,0>, and <2,0>) in Fig.

1. The final group key K<0,0> in Fig. 1 is computed

with the key paths using blind keys BK<3, 0>,BK<3,

1>,BK<2, 1>,BK<2, 2>,BK<3, 6>,andBK<3, 7>[2]. Therefore,

the final group key can be computed as Eq.(1):

mod p (1)

The TGDH has two major disadvantages. First,

maintaining a balanced group key computational tree

causes overhead. The group key computational tree

must be balanced at any given time so that the

efficiency of group key computation would be O(log n).

Otherwise, the performance of group key computational

key would be worse than O(log n). The second

disadvantage is derived from no regard for member’s

diversity in that if a slow member such as a mobile

computer joins the group key computational processes,

then the wait time would be long.

Fig. 1. A Binary Tree for Group Key

4. Performance Evaluations

Big O notation is useful when analyzing algorithms

for efficiency. For example, the time (or the number of

steps) it takes to complete a problem of size n might

be found to be T(n) = 4n² - 2n + 2. As n grows large,

the n² term will come to dominate, so that all other

terms can be neglected [14]. The efficiency of T(n) is

O(n2), so we can compare algorithm efficiency with Big

O notation. Complexity analysis requires however, that

the problem size n must be significantly large. As

mentioned earlier, the group size is less than 100, so it

is not suitable to analyze group key computational

protocols. Therefore, direct measurements is the only

way to estimate elapsed times for comparing the

algorithm efficiency.

In this section, group computational processes were

tested at four different Intel Pentium IV machines.

Each machine’s elapsed times were measured 16 times

for the group key computation at each level in Table 1.

Their averages are found in Table 1. We used 1,024-bit

integer g (exponentiation base), p (divider), and K

(secret key) for all measurements. These values are

known to be secure in the current technology [15].

Fig. 2 is based on Table 1. The values in x-axis

mean the level of group key computation. The values

in y-axis are elapsed times (msec). TGDH was

compared with Enhanced Group Key Computation

Protocol (EGKCP). Fig. 3 shows the differences

between TGDH and EGKCP. TGDH does not consider

member’s computing power. Thus, TGDH must wait

until the slowest member has completed computation of

the group key.

However, in EGKCP, only fast members are allowed

to compute the group key, so it always takes the least

time to compute the group key. Therefore, the overall

performance of EGKCP is on average 2.9 times faster

than in TGDH.

Table 1. Computational time for group key

(msec)
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Fig. 3. Group Key Computation for Each

Machine

5. Conclusions

Group key computation protocols must consider a

variety of members; otherwise, the system usability

will be degraded. Currently mobile computers are

becoming more popular. Network clusters are

communicating with conventional servers. The

enhanced group key computation protocol is proposed

because conventional group key agreements do not

consider the network heterogeneity in terms of

member’s computational power. The enhanced protocol

proposed also takes into account the latency of the

network as it affects message delays during the group

interaction. Each time membership changes, the

members who join in the group key computational

processes must be fast members to avoid unexpected

delays in obtaining the group key. The BKQ structure

proposed is being used to order messages containing

blind (public keys) in the order of arrival. The first

members in the queue are selected to join in the group

key computational processes. Currently the feasibility

of the Enhanced Group Key Computation Protocol

(EGKCP) approach is being investigated in terms of

improved GK efficiency. In addition, the feasibility of

the proposed protocol is being investigated in Grid

environments [16].
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