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ABSTRACT 

This study solved the problem of unstable production chains by considering allocation rate conformance. We pro-
posed two phased algorithm suitable for solving production planning that considers allocation rate conformance; the 
first phase was heuristic initial solution generation, and the second phase was tabu-search based solution improve-
ment. By using three data sets which have different sizes of data and three different criteria, the results of proposed 
algorithm were compared with MIP results. The proposed algorithm showed the best production plan in terms of allo-
cation rate conformance, and it was appropriate for other criteria; it solved the problem of unstable production chains 
by solving concentrated and unfair allocation. 
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1.  INTRODUCTION 

Production planning is a core competency of global 
manufacturers. It determines how many items should be 
produced in each time over a given interval to meet the 
demands. Specifically, production planning can be clas-
sified according to several criteria such as product struc-
ture, uncertainty management and material requirement 
management (Gelders and Wassenhove, 1981). Produc-
tion planning can be classified according to product st-
ructure into single-level production planning or multi-
level production planning. Single-level production plan-
ning only considers the costs and capacities of each 
site’s production level, whereas multi-level production 
planning should also consider transportation among pro-
duction levels (Chen, 2010). According to uncertainty 

management, production planning can be classified as 
deterministic production planning or stochastic produc-
tion planning. Deterministic production planning assumes 
that the forecast demands, material procurements and 
the lead-time of item production and delivery are deter-
mined, whereas the stochastic production planning con-
siders these variables to be uncertain. According to ma-
terial requirement management, production planning can 
be classified as material requirement planning or mate-
rial allocation planning. Material requirement planning 
assumes that all materials are available and calculates 
the required amount of each material according to the 
production plan, whereas material allocation planning 
must make plans that use only materials that are avail-
able or will be available soon. 

In this work, we consider multi-level, deterministic, 
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material allocation production planning. Several appro-
aches have been suggested to solve this type of produc-
tion planning (Roux et al., 1999; Timpe and Kallrath, 
2000; Moon, 2002; Vercellis, 1999). The main idea of 
solving production planning is to minimize cost. This goal 
was approached using mathematical models and mixed-
integer programming (MIP), but the cost-driven optimi-
zation had two limitations: concentrated allocation to 
sites that had low production cost, and violation of pro-
duction chain coordination contracts. Concentrated allo-
cation causes an unstable production chain because the 
chain become rigid when an external or internal accident 
forces changes to the allocation plan (Wagner and Bode, 
2006). Moreover, concentrated allocation to small 
manufacturing sites that have small capacity requires 
overwork, and thus causes inefficiency and increase of 
costs. Cost-driven optimization violates contracts easily 
because it is not suitable to consider the contract con-
straints (Cachon, 2003). We needed to eliminate both 
unfair and concentrated allocations that violate produc-
tion chain coordination contracts and cause unstable 
production chain.  

By introducing allocation rate, we could meet both 
of these requirements. We assumed a multi-level, deter-
ministic, material allocation production planning, so our 
production chain has several production levels. A higher- 
level item is produced from lower-level items. Some 
items have the same features such as appearance, quality, 
and function, but different item codes (IDs). When the 
items are isolated by their physical locations of manu-
facturing site or warehouses, different item codes are as-
signed. The higher-level item then has alternative lower-
level items, so we can select one of them. When the hi-
gher-level item has non-zero allocation rate for the lo-
wer-level items, we should consider each allocation rate. 
In contrast, when the higher-level item has zero alloca-
tion rate for the lower-level items, we can produce with-
out considering the allocation rate. Appropriate alloca-
tion rate that comply with contracts could prevent unfair 
and concentrated allocation because the allocation rate 
will prohibit allocations from exceeding the limits de-
fined by the contracts. Production planning with alloca-
tion rate is a multi-objective optimization, so we must 
evaluate each solution by several criteria such as mini-
mizing total cost, minimizing number of orders that vio-
late due date, and maximizing allocation rate compliance. 
Multi-objective optimization is a mathematical optimi-
zation problem that involves more than one objective 
function to be optimized simultaneously (Hwang and 
Masud, 1979). However, the general approach (MIP) is 
not suitable for multi-objective optimization because 
solving a multi-objective optimization problem requires 
computing all or a representative set of Pareto optimal 
solutions (Ehrgott, 2005). Computing all possible Pareto 
solutions is very time consuming and entails high com-
putational cost; this general approach is inappropriate 
for use in a manufacturing domain, so we needed differ-
ent approach.  

We proposed a new algorithm for solving produc-
tion planning with allocation rate. We used a heuristic 
algorithm to solve this problem. Our algorithm consists 
of two parts: initial solution generation algorithm based 
on simple heuristic rules and solution improvement al-
gorithm based on tabu search (Glover, 1990).  

2.  DATA AND ALGORITHM DESCRIPTION 

2.1 Data Description 

2.1.1 Data Collection 
The formats of data were constructed based on real 

data of one past production-planning period from an 
electronics manufacturer in Korea. The original data are 
from one past production-planning period of the com-
pany. The company needs to solve the subcontract rate 
problem, and requested help to solve this problem with 
given data. The original data includes procurement re-
cords of raw materials, bills of materials (BOMs) of 
products, and subcontract rate, but the records of placed 
orders are not offered; thus we created the virtual order 
data. We converted these to BOM data, material plan, 
resource plan, and order data.  

 
2.1.2 BOMs Data  

BOM data represented the product constitution. BOM 
data structure was organized in a tree structure, which 
has parent and child nodes. BOM data consisted of par-
ent nodes (and their IDs), child nodes (and their IDs), 
required number, alternative ID, and subcontract rate. 
To produce one parent node item, the required number 
of child node items is needed. Each parent-child relation 
has an alternative ID that represents the interchangeable 
groups. If the child nodes have the same alternative ID, 
they have equivalent relations with their parent, so they 
are in the same interchangeable group and the parent 
node can be assembled from any one of those group 
members. If the alternative IDs differ between child nodes, 
those nodes are not interchangeable. For instance, a par-
ent node having three different alternative IDs requires 
three types of items to be produced such as camera group, 
battery group and cover group.  

An interchangeable group has two types of rela-
tionships according to its subcontract rate. If the subcon-
tract ratesare zero for all interchangeable group items, 
then we can assign them as freely as possible regardless 
of subcontract rate. If an interchangeable group has only 
one item, then the item is automatically regarded as this 
first type. However, if the interchangeable group has 
non-zero subcontract rate, the sum of those rate should 
be one and the subcontract rate between interchangeable 
groups should be fitted to given subcontract rate as much 
as possible. 

 
2.1.3 Material and Resource Plan Data 

Material plan data has replenishment numbers of 
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raw materials with specific times. Material plan data has 
information about usability of raw materials in the view 
point of time and amount. Material plan data has the 
time when specific raw materials are replenished to fac-
tory or warehouse. In addition, material plan data has 
replenished a number of specific raw materials. In the 
view of time, raw materials are available after they are 
stored. In the view of number, raw materials are avail-
able as many as they are replenished. Raw materials are 
required to produce parts, thus if raw material is lacking, 
the part cannot be produced. The production plan should 
consider the resource plan. 

Resource plan data has usability of each resource 
(production equipment, labor). Resource plan data also 
has up/down information of equipment, work time of 
workers, and the information that how much we can use 
these resource in the perspective of required time to pro-
duce the items. 

 
2.1.4 Order Data 

Order data has information about the order quantity, 
order priority and due date of order. Order quantity is 
equal to the required number of products to meet the 
customer demand. Order priority is related to customer 
importance, which means the importance of the cus-
tomer who placed order. The due date of order is the 
deadline of production. Usually the due date of an order 
is considered first, but in this case, order priority should 
be considered before due date.  

2.2 Proposed Planning Algorithm 

2.2.1 Assumptions and Problem Situations 
We started from industrial requirements, thus several 

assumptions are related to the industrial requirements. 
We assumed that we could not split the order, which 
means that if the order quantity is 100, then we should 
assign all 100 assemblies to one subcontractor. Split order 
quantity caused low traceability in the production chain, 
and consequent difficulties in production management. 
If the order was split, then delivery arrival times of split 
order quantity were not unified among subcontractors, so 
extra inventory storage and management were necessary.  

We used a heuristic method for three reasons. First, 
the production planning was required to meet the time 
constraint. Previous approaches using MIP solvers may 
have a problem that a solution cannot be generated in 
limited time. MIP can guarantee the optimality of solu-
tion if it is finished, but it cannot guarantee the optimal-
ity if it is terminated by the time constraints. In fact pro-
duction planning solution that required more than four 
hour is avoided due to planners’ work hour limit and low 
level of plan modification. Second, production planning 
was required to generate the solution even it is infeasible. 
If a feasible solution does not exist, the planning algo-
rithm should generate the least infeasible solution, which 
means that the solution should violate the fewest con-
straints possible. Usual MIP approaches search around 

the solution boundaries bounded by the constraints, so 
these approaches cannot find the least infeasible solution. 
Third, we need to solve multi-objective production plan-
ning problem, however, finding relative importance of 
key performance indicators (KPIs) is not easy problem, 
thus we cannot develop proper objective function for 
MIP. For these reason, we developed the heuristic-based 
algorithm and it has two phases: development of an ini-
tial solution generation by greedy heuristic; then im-
provement of this solution by using tabu search (Glover, 
1990). 

 
2.2.2 Production Planning Model for Comparison 

Our primal production planning model is based on 
the multi-site production planning mathematical model 
(Lin and Chen, 2007). We modified this model by adding 
the concept to prevent split of order quantities and order 
priority constraints. In addition, the allocation rate con-
formance is considered by adding the allocation rate 
variables. 

The objective functions for the production planning 
model used by MIP are Maxf(x) if order satisfaction level; 
Min f(x) if days of due date violation. Detail descrip-
tions of objective functions are followed.  

Order satisfactory level was measured by 
 

1

n

n
ii D=∑     (1) 

 
Where iD  = 1 if the order is satisfied (produced be-

fore the due date), otherwise iD  = 0. 
Days of due date violation was measured by  
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1

0, ,
n

i i
i

max DD P
=
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where iDD  = due date of order i, iP  = production date 
of order i. 

Other constraints also considered: Inventory balance 
equations; item consumption rate equations; resource 
capacity constraint. 

We use two different objective functions instead of 
the one cost based objective function because relative 
importance of target variable is heavily dependent of the 
factory or supply chain situation. The first objective func-
tion is order satisfaction level, which means how many 
customers’ orders are satisfied according to the due date 
of orders. Second objective function is days of due date 
violation, which means total sum of number of days which 
violate due date. According to the order satisfaction level, 
we can consider the plan which did not allow late (or 
backordering) production, and according to the days of 
due date violation, we can consider the plan allowing 
late production. The allocation rate conformance would 
not considered in the MIP to be compared with our pro-
posed algorithm. 
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2.2.3 Initial Solution Generation Algorithm 
Initial solution generation was based on a greedy 

heuristic algorithm. The order data were sorted first by 
the highest order priority, then by the closest due date 
and then by the largest order quantity. For each order 
having the highest priority, we calculated the amount of 
consumable raw materials according to raw material con-
sumption and replenishment data. This calculation finds 
the maximum consumable raw materials for every inter-
changeable group, and selects the maximum consumable 
raw materials of each interchangeable group. For the 
maximum consumable raw materials of each interchan-
geable group, we could calculate the recent allocation 
rate within an interchangeable group as  

 
( )recent  allocation  rate i =  

( ) planned  quantityalternative  rate
total  planned  quantity

i
i −  (3) 

 
where i is an index of items in interchangeable group. 

Next, we assigned the order quantity to the item 
that had the highest recent allocation rate. If no assign-
ment was possible, i.e., the maximum amounts of raw 
materials were less than the ordered quantity, we shifted 
the time. If the shifted time reached the end of the plan-
ning horizon, we repeated this process for all levels of 
order priority in descending order. These are the steps to 
generate the initial solution:  

 
Step 1: Sort the order data by the highest order priority, 

the closest due date, the largest order quantity. 
Step 2: Select the first order and select the raw materi-

als which have maximum consumable number 
for every interchangeable group. 

Step 3: Check whether the maximum consumable num-
ber of raw material is greater than or equal to 
the order quantity, if it is true, go to step 4, else 
go to step 5. 

Step 4: Calculate recent allocation rate and assign the 
order quantity to maximum recent allocation 
rate items for every interchangeable group. 

Step 5: Shift the time; if it reaches the end of the plan-
ning horizon, remove the order from the sorted 
order list and reset the position of time to the 
beginning of the planning horizon. 

Step 6: If the sorted order list is null, then end the algo-
rithm, else go to step 2. 

 
2.2.4 Solution Improvement Algorithm  

From the initial solution, the solution can be impro-
ved by using meta-heuristic. Our meta-heuristic algorithm 
was based on tabu search algorithm (Glover, 1990). Tabu 
search was basically a neighborhood search to iteratively 
move from one solution to an improved neighborhood 
solution. Compared with usual neighborhood search al-
gorithms, tabu search has tabu list which guides the 
search of unvisited solution space by prohibiting search-

ing of neighborhood solution in tabu list. Naturally, 
neighborhood search has a limitation called local opti-
mum, which means that the search becomes stuck in a 
limited solution space because of repeated identical 
neighborhood selections, however, tabu search prohib-
ited visiting the solution space in tabu list for a while. 
Thus the possibility of exiting the local optimum was 
dramatically increased.  

According to BOM structure and the product rela-
tionships, we can define the production path as a se-
quence of production nodes. Each production node in-
cludespro duction quantity, material usage, resource usage, 
production site. Production path is a sequence of pro-
duction nodes, in other word, it is a kind of sub-graph of 
BOM structure. Several kinds of production paths are 
illustrated in Figure 1 below. A sequence 1-2 and 3-2 
could be production paths for product A, and also the 
resource could be selected between resource ‘a’ and ‘b’. 
For example, to produce product A, we should select 
one of two sequences 1-2 or 3-2, and after that we 
should select the resource used to produce the items. For 
example, to produce product A, we can choose produc-
tion paths among those combinations {1.a-2.e; 1.b-2.e; 
1.a-2.f; 1.b-2.f; 3.a-2.e; 3.b-2.e; 3.a-2.f; 3.b-2.f}. 

After selecting production path, the availability is 
checked. Availability represents the production is avail-
able regarding capacity of resource and remain inven-
tory in planning period. If the capacity or inventory is 
short for selected production quantity of production path, 
the production path is said unavailable. Checking the 
availability of production path follows selecting produc-
tion path, and if the production path is available, it is 
registered as candidates for tabu search. 

We define operation as allocation and release. One 
allocation operation selects an available production path, 
and one release operation discard a selected available 
production path. Either allocation or release are operated, 
exact same operation in the perspective of production 
path will be registered in tabu list and will be prohibited 

 

Product A

Product B

1 2

3

4 5

6

Alternative 
relationships

Item or product Usage for items

a b

c d

e f

g

Resource Usage for resource

Figure 1. Production BOM structure and production 
paths. ∆: items or product; ⃝: resource; ——: 
usage (consumption) relationship of items to 
produce target item; - - -: usage (work assigned) 
relationship of resource 
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for after several operations. This step will be repeated 
for generate plan.  

3.  RESULTS 

3.1 Result Description 

We compared MIP with proposed algorithm in va-
rious perspectives such as order satisfactory level, days 
of due date violation, and allocation rate conformance.  

The MIP approach would not stop before the opti-
mal solution was found, so we set the time limit to four 
hours (4h). The proposed algorithm could generate dif-
ferent solutions according to their random seeds of tabu 
selection. Thus, we repeated the experiment 50 times to 
get the average of each criterion.  

Allocation rate conformance was measured by  
 

2

1 1
,

jnm

ij ij
j i

CR AR
= =

−∑∑     (4) 

 
where ijCR  = contract rate of i-th site in j-th interchan-
geable group, ijAR  = allocation rate of i-th site in j-th 
interchangeable group. 

The experiments were performed with three data 
sets. The first one was the simplest set, which consisted 
of 100 orders, ten raw material sites, one manufacturing 
site and two alternate groups. The second one consisted 
of 1,000 orders, 50 raw material sites, two manufactur-
ing sites, and ten alternate groups. The third set was the 
most complicated one, which consisted of 10,000 orders, 
100 raw material sites, two manufacturing sites, and 20 
alternate groups.  

3.2 Small Size Data Set Result 

With a small size data set, both approaches showed 
100% order satisfactory level, similar level of days of 
due date violation, and insignificant difference between 
allocation rate conformances (Table 1). 

3.3 Medium Size Data Set Result 

With a medium size data set, MIP showed the high-
est order satisfactory level and the shortest days of due 
date violation compared with proposed algorithm. How-
ever, proposed algorithm showed statistically insignifi-
cant difference between optimal order satisfactory level 
(p-value = 0.3174), and offered outstanding allocation 
rate conformance (Table 2). 

3.4 Large Size Data Set Result 

With a large size data set, MIP failed to find the 
optimal solution in four hours, so it just offered the cur-

rent best sub-optimal solution. In large scale data, pro-
posed model offered the highest-quality solution com-

Table 1. Mean and s.d. (n = 50 for proposed algorithm) of 
order satisfactory level, days of due date viola-
tion, and allocation rate conformance using MIP 
and proposed algorithm with 100 orders, ten raw 
material sites, one manufacturing site, and two al-
ternate groups 

  Order Satisfaction 
Level 

Days of Due Date 
Violation 

   mean st.dev mean st.dev

MIP 100.0 
(Opt) -  2.0  

(Opt) - 

Proposed 100.0 0.0  2.0 0.0 
Allocation Confor-

mance for MIP 0.57 - 0.62  - 

Allocation Confor-
mance for Proposed 0.39 0.26  0.39 0.26 

 
Table 2. Mean and s.d. (n = 50 for proposed algorithm) of 

order satisfactory level, days of due date viola-
tion, and allocation rate conformance using MIP 
and proposed algorithm with 1,000 orders, 50 raw 
material sites, two manufacturing sites, and ten al-
ternate groups 

 Order Satisfaction  
Level 

Days of Due Date 
Violation 

   mean st.dev mean st.dev

MIP 92.0 
(Opt) - 13.0  

(Opt) - 

Proposed  86.3  5.6 17.3 0.96 
Allocation Confor-

mance for MIP 4.71 -  3.92 - 

Allocation Confor-
mance for Proposed 0.65 0.17  0.65 0.17 

 
Table 3. Mean and s.d. (n = 50 for proposed algorithm) of 

order satisfactory level, days of due date viola-
tion, and allocation rate conformance using MIP 
and proposed algorithm with 10,000 orders, 100 
raw material sites, two manufacturing sites, and 
20 alternate groups 

  
  

Order Satisfaction  
Level 

Days of Due Date 
Violation 

  mean st.dev mean st.dev

MIP  84.3  
(sub-opt) -  307  

(sub-opt) - 

Proposed 82.2 3.68 298 16.0
Allocation Confor-

mance for MIP 95.2 -  107.4 - 

Allocation Confor-
mance for Proposed 32.1 3.17 32.1 3.17
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pared with MIP (Table 3). In the perspective of order 
satisfaction level, proposed algorithm shows statistically 
insignificant difference (p-value = .5747). 

For further comparison, we run the MIP until it 
finds the optimal solution. MIP approach found optimal 
order satisfaction level after 6 hours and 31 minutes 
with value 86.7 and this result also shows insignificant 
in statistical view (p-value = 0.2317). For days of due 
date violation, MIP found the optimal solution after 5 
hours and 14 minutes, and the value is 266 days, and the 
p-value of this result is 0.0533, but it is still insignificant 
with significance level = 0.05. According to this further 
experiments, we can figure out proposed algorithm is 
less effective to generate the plan under the condition, 
which days of due date violation is more important than 
the order satisfaction level.  

4.  DISCUSSION 

We compared the order satisfactory level, days of 
due date violation and allocation rate violation of three 
algorithms with three types of data sets.  

With the small data set, our proposed model showed 
almost identical result compared with other two algorithms. 
Because of the small size of data set, all algorithms could 
find optimum solution. The proposed algorithm solved 
the small size planning problem easily. 

With the medium data set, the proposed algorithm 
generated the minimum allocate rate violation solution, 
and order satisfactory level and days of due date violation 
were the second best. The mathematical model showed 
slightly better result, but it consumed much more time 
than the proposed algorithm. In addition, the proposed 
algorithm could find the best solution in allocation rate 
violation criterion.  

With the large data set, the proposed algorithm showed 
the best result on each criterion. The mathematical model 
failed to find the optimum solution in four hours (4h). 
The proposed algorithm showed the outstanding days of 
due date violation and allocation rate violation results 
while the order satisfactory level of the proposed algo-
rithm showed insignificant difference with that of ma-
thematical model. The proposed algorithm was much 
powerful when we should use a large data set.  

The proposed algorithm was always the fastest al-
gorithm in the experiment; consumed times were always 
less than ten minutes. This result also supported the use-
fulness of the proposed algorithm because, in the manu-
facturing domain, the order changes were very frequent 
and we should response to the order change quickly; in 
this situation, using the MIP was not appropriate.  

In the view point of allocation rate violation, the 
proposed algorithm was the most appropriate algorithm 
for generating well balanced allocation. The balanced 
allocation could increase sustainability and safety to 
supply chain by avoiding focused allocation and by pre-
venting unfair allocation.  

5.  CONCLUSION 

This study proposed an algorithm to solve optimal 
allocation alternative selection problems in production 
scheduling processes; order satisfaction and due date 
violation were also considered.  

The proposed algorithm showed similar level of 
order satisfactory level and days of due date violation, 
and allocation rate violation compared to MIP. MIP 
found the optimum solution, but it failed to find the op-
timum in work hours (4 hours) with a large date set; the 
proposed algorithm always generated appropriate pro-
duction schedules in ten minutes, and the schedule quality 
of the proposed algorithm was little bit better than that 
of the mathematical model approach with large data set.  

By solving an optimal allocation alternative selec-
tion problem with the proposed algorithm, we can allo-
cate appropriate quantities of products and parts to pre-
vent unfair and concentrated allocation which can cause 
an unstable supply chains. The proposed algorithm was 
appropriate to large data set and short running time, and 
will help to generate quick responses to frequent order 
changes in manufacturing.  
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