ON SUBFIELDS OF GK AND GENERALIZED GK FUNCTIONFIELDS
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Abstract. In this article, we show that many of the genera that Giulietti and Fanali obtained from subfields of the GK curve can be obtained by using similar techniques used by Garcia, Stichtenoth and Xing. In the meantime, we obtain some new genera from the subfields of GK and generalized GK function fields.

1. Introduction

Let $F/K$ be an algebraic function field of genus $g$ with constant field $K$ where $K$ is a finite field and $N(F)$ be the number of rational places of $F$. By Hasse-Weil Theorem [13, Theorem 5.2.3], the number of rational places of $F/K$ is bounded by

$$|N(F) - (|K| + 1)| \leq 2\sqrt{|K|g}.$$  

A function field is called maximal if its number of rational places attains the upper bound in the above inequality. Obviously, maximal function fields which are not rational can only exist over finite fields of square cardinality. The most well-known example of a maximal function field is the Hermitian function field $H = \mathbb{F}_{q^2}(x, y)$, where $\mathbb{F}_{q^2}$ is the finite field with $q^2$ elements. $H$ is defined by the equation

$$x^{q^2} + x = y^{q+1},$$

and, $H$ has the genus

$$q(q-1)/2,$$

which is the maximum possible genus of all maximal function fields over $\mathbb{F}_{q^2}$. In fact, $H$ is the unique maximal function field, up to isomorphism, with this genus [10].
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One of the interesting questions about maximal function fields is the genus spectrum. In fact, the main problem is to describe the following set:

\[ M(q^2) := \{ g \geq 0 \mid \text{there exists a maximal function field } F/F_{q^2} \text{ with genus } g \} \]

In this regard, it is important to find new maximal function fields of various genera over a fixed finite field. One of the main tools in describing a new maximal function field of different genus is to consider the subfields of a given maximal function field. The automorphism group of a maximal function field is of special interest due to its importance for finding the corresponding subfields as Serre’s result states that every subfield of a maximal function field is maximal [9]. The Hermitian function field has a large automorphism group with respect to its genus [11, 12], so it is an important source of generating new maximal function fields. Indeed, all known examples of maximal function fields had been shown to be subfields of the Hermitian function field before a new maximal function field, the \( G\!K \) function field, was constructed by Giulietti-Korchmáros.

The \( G\!K \) function field is defined over \( F_{q^6} \) with the following defining equations:

\[
\begin{align*}
  x^q + x &= y^{q+1}, \\
  y^{q^2} - y &= z^{q+1}.
\end{align*}
\]

The \( G\!K \) function field is not a subfield of the Hermitian function field for \( q > 2 \) [7], and it is later generalized to a family of maximal function fields, the generalized \( G\!K \) function field [5]. For any odd integer \( n \geq 3 \), the generalized \( G\!K \) function fields \( C_n \) are the family of function fields defined over \( F_{q^{2n}} \) by the following equations:

\[
\begin{align*}
  x^q + x &= y^{q+1}, \\
  y^{q^2} - y &= z^{q+n+1}.
\end{align*}
\]

The equation ([5]) also defines a maximal function field [1]. So, \( C_n \) can be considered as the compositum of two maximal function field. The member of \( C_n \) for \( n = 3 \) obviously coincides with the \( G\!K \) function field. The genus \( g(C_n) \) and the number of rational places \( N(C_n) \) of \( C_n \) are given as

\[
\begin{align*}
  g(C_n) &= \frac{(q - 1)(q^{n+1} + q^n - q^2)}{2}, \\
  N(C_n) &= q^{2n+2} - q^{n+3} + q^{n+2} + 1.
\end{align*}
\]

It is not known yet whether the members of this family for \( n \geq 5 \) are subfields of the Hermitian function field or not. However, it is known that Hermitian function field is not Galois cover of them [3].

A large class of subfields of the Hermitian function field was described in [6] by considering the fixed fields of certain subgroups of the automorphism group of the Hermitian function field. Later, these results were improved in [2].

The automorphism group of the \( G\!K \) function field and the generalized \( G\!K \) function field are also known [7, 8]. Some subfields of the \( G\!K \) function field are described in [4], and some new genera are obtained by a strong group-theoretic
arguments. Here, we construct some subgroups of $GK$ and generalized $GK$ function field with similar techniques that were used in \cite{2, 6}, and we get some new genera as well as many of the genera that were obtained in \cite{4}.

In the next section, we describe automorphism group of the $GK$ and the generalized $GK$ function fields. As mentioned above, we henceforth denote the $GK$ function field by $\mathcal{C}_3$ and the finite field $\mathbb{F}_{q^n}$ by $K$ unless stated otherwise in the sequel. In Sections 3 and 4, we compute the genera of the fixed fields of certain subgroups, where $K$ is a field of odd characteristic.

2. Automorphisms of $\mathcal{C}_n$

Let $G$ be the automorphism group of $\mathcal{C}_n$ and $P_\infty$ be the common pole of $x$, $y$, and $z$ in $\mathcal{C}_n$. Then, for $n \geq 3$ the group
\begin{equation}
G(P_\infty) = \{ \sigma \in G \mid \sigma(P_\infty) = P_\infty \},
\end{equation}
consists of the automorphisms of the following form \cite{8}:
\begin{equation}
\sigma(x) = \gamma^{q^n + 1} x + \gamma^m \beta y + \alpha, \quad \sigma(y) = \gamma^m y + \beta, \quad \sigma(z) = \gamma z,
\end{equation}
where $\gamma$ is a $(q^n + 1)(q - 1)$-th root of unity, $m = \frac{q^n + 1}{q - 1}$, and $\beta \in \mathbb{F}_{q^2}$ with $\alpha^q + \alpha = \beta^{q + 1}$. Hence, the order of $G(P_\infty)$ is $q^3(q - 1)(q^n + 1)$.

Each automorphism in $G(P_\infty)$ can be represented by a triple $[\gamma, \beta, \alpha]$, and the group structure of $G(P_\infty)$ is as follows:
\begin{equation}
[\gamma_1, \beta_1, \alpha_1] \cdot [\gamma_2, \beta_2, \alpha_2] = [\gamma_1 \gamma_2, \gamma_2^m \beta_1 + \beta_2, \gamma_2^m \beta_2^{q + 1} \alpha_1 + \gamma_2^m \beta_2 \beta_1 + \alpha_2],
\end{equation}
\begin{equation}
id = [1, 0, 0],
\end{equation}
\begin{equation}
[\gamma, \beta, \alpha]^{-1} = [\gamma^{-1}, -\gamma^{-m} \beta, \gamma^{-(q^n + 1)} \alpha^q].
\end{equation}
The map $w : \mathcal{C}_3 \mapsto \mathcal{C}_3$ defined by
\begin{equation}
w(x) = \frac{1}{x}, \quad w(z) = \frac{z}{x}
\end{equation}
is an automorphism of the $GK$ function field $\mathcal{C}_3$. By \cite{8}, we have
\begin{enumerate}[(i)]
\item $G = G(P_\infty)$ for $n \geq 5$,
\item $G = \langle w, G(P_\infty) \rangle$ for $n = 3$.
\end{enumerate}

3. Genus computation for the fixed fields of the subgroups of $G(P_\infty)$

In this section, we show how to compute the genera of the fixed fields of the subgroups of $G(P_\infty)$, where $K$ is a field of odd characteristic.

Lemma 3.1. The fixed field of $G(P_\infty)$ is $K(z^{(q - 1)(q^n + 1)})$ for $n \geq 3$.

Proof. Since $\gamma^{(q - 1)(q^n + 1)} = 1$ we have $\sigma(z^{(q - 1)(q^n + 1)}) = (\gamma z)^{(q - 1)(q^n + 1)} = z^{(q - 1)(q^n + 1)}$ for any $\sigma \in G(P_\infty)$. Besides, it can be seen from the defining equations of $\mathcal{C}_n$ that $|\mathcal{C}_n : K(z^{(q - 1)(q^n + 1)})| = |K(x, y, z) : K(y, z)| : |K(y, z) :$
where

\[ K(z) = q^{2}(q - 1)(q^{n} + 1) = q^{3}(q - 1)(q^{n} + 1), \]

which is equal to cardinality of \( |G(P_{\infty})| \). Hence, it follows that \( K(z^{(q-1)q^{n+1}}) \) is the fixed field of \( G(P_{\infty}) \). □

**Lemma 3.2.** Let \( \theta = z^{(q-1)q^{n+1}} \). Then, for \( n \geq 3 \) the ramified places of \( K(\theta) \) in the extension \( \mathcal{C}_{n}/K(\theta) \) are \( (\theta = \infty) \) and \( (\theta = 0) \).

**Proof.** Let \( R_{\infty} \) be the unique place of \( \mathcal{H} \) lying below \( P_{\infty} \). Let \( A \) denote the set of automorphisms of \( \mathcal{H} \) and

\[ A(R_{\infty}) = \{ \sigma \in A \mid \sigma(R_{\infty}) = R_{\infty} \}. \]

By [8], we have

\[ A(R_{\infty}) = \{ \sigma|_{\mathcal{H}} \mid \sigma \in G(P_{\infty}) \}. \]

So, the fixed field of the group \( A(R_{\infty}) \) in \( \mathcal{H} \) is the same as the fixed field of \( G(P_{\infty}) \) in \( \mathcal{C}_{n} \). The only ramified places of \( K(\theta) \) in the extension \( \mathcal{H}/K(\theta) \) are \( (\theta = 0) \) and \( (\theta = \infty) \), and all the places lying above \( (\theta = 0) \) in \( \mathcal{H} \) are the places \( R_{ab} \) for \( x = a \in \mathbb{F}_{q}^{2} \) and \( y = b \) with \( a^{q} + a = b^{q+1} \) [6]. The fact that all these places with \( R_{\infty} \) in \( \mathcal{H} \) are the only places of \( \mathcal{H} \) that are ramified in \( \mathcal{C}_{n}/\mathcal{H} \) completes our proof. □

All the ramified places of \( \mathcal{C}_{n} \) except for \( P_{\infty} \) are tamely ramified in the extension \( \mathcal{C}_{n}/K(\theta) \) as all the places of \( \mathcal{H} \) except for \( R_{\infty} \) in \( \mathcal{H}/K(\theta) \) are tamely ramified and

\[ |\mathcal{C}_{n} : \mathcal{H}| = \frac{q^{2} - 1}{q^{2} - q + 1} \]

The number of these places is \( q^{3} \), and each of these places is uniquely determined by some values \( a, b \in \mathbb{F}_{q}^{2} \) with \( a^{q} + a = b^{q+1} \). We will denote these places by \( P_{ab} \). Let \( U \) be a subgroup of \( G(P_{\infty}) \) and \( \mathcal{C}_{n}/\mathcal{U} \) its fixed field. By Hurwitz Genus Formula, we have

\[ (q - 1)(q^{n+1} + q^{n} - q^{2}) - 2 = |U|(2g(\mathcal{C}_{n}/\mathcal{U}) - 2) + \deg \text{Diff}(\mathcal{C}_{n}/\mathcal{C}_{n}/\mathcal{U}). \]

We need to compute \( \deg \text{Diff}(\mathcal{C}_{n}/\mathcal{C}_{n}/\mathcal{U}) \). We have,

\[ \deg \text{Diff}(\mathcal{C}_{n}/\mathcal{C}_{n}/\mathcal{U}) = d(P_{\infty}) + \sum_{a \in \mathbb{F}_{q}^{2}} d(P_{ab}). \]

\[ = d(P_{\infty}) + \sum_{a \in \mathbb{F}_{q}^{2}} |c(a^{q} + a)| - 1] \]

\[ = d(P_{\infty}) + \sum_{a \in \mathbb{F}_{q}^{2}} [\{ \sigma \in U - \{ Id \} : \sigma(P_{ab}) = P_{ab} \}] \]

\[ = d(P_{\infty}) + \sum_{\sigma \in U - \{ Id \}} N(\sigma), \]

where \( N(\sigma) = |\{ (a, b) : a^{q} + a = b^{q+1}, \sigma(P_{ab}) = P_{ab} \}| \).

Since \( P_{\infty} \) is totally ramified in the extension \( \mathcal{C}_{n}/\mathcal{C}_{n}/\mathcal{U} \) we have

\[ d(P_{\infty}) = \sum_{1 \neq \sigma \in U} v_{P_{\infty}}[\sigma(\tau) - \tau], \]

where \( v_{P_{\infty}}[\sigma(\tau) - \tau] \) is the valuation of \( \sigma(\tau) - \tau \) at \( P_{\infty} \).
where \( \tau \) is a prime element for \( P_\infty \). Since \( \tau = \frac{q^n-1}{q} \) is a prime element of \( P_\infty \) we have

\[
v_{P_\infty}(\sigma(\tau) - \tau) = \begin{cases} 
\frac{q^n+1}{q+1} + 1 & \gamma = 1, \beta \neq 0 \\
q^n + 2 & \gamma = 1, \beta = 0 \\
1 & \text{else}
\end{cases}
\]

Lemma 3.3. Let \( \sigma = [\gamma, \beta, \alpha] \in G(P_\infty) \). Then

\[
N(\sigma) = \begin{cases} 
q^3 & \gamma^m = 1, \alpha = 0, \beta = 0 \\
q & \gamma^m \neq 1, \gamma^{q^n+1} = 1, \alpha = \frac{\gamma^{m\beta+1}}{\gamma^m-1} \\
1 & \gamma^{q^n+1} \neq 1 \\
0 & \text{otherwise}
\end{cases}
\]

Proof. We have

\[
\sigma(P_{abo}) = P_{abo} \iff \sigma(x-a), \sigma(y-b), \sigma(z) \in P_{abo} \\
\iff \gamma^{q^n+1}x + \gamma^m\beta^qy + \alpha - a, \gamma^m y + \beta - b, \gamma z \in P_{abo} \\
\iff \gamma^{q^n+1}(x-a) + \gamma^m\beta^q(y-b) + \gamma^m\beta b + a - a, \gamma^m(y-b) + \gamma^m b + \beta - b \in P_{abo} \\
\iff \gamma^{q^n+1}a + \gamma^m\beta b + \alpha - a, \gamma^m b + \beta - b \in P_{abo} \\
\iff [\gamma^{q^n+1} - 1]a + \gamma^m\beta b + a = 0, [\gamma^m - 1]b + \beta = 0.
\]

We now need to do computations case by case.

**Case 1:** If \( \gamma^m = 1 \Rightarrow \beta = 0 \), then \( \alpha = 0 \). Since, there is no condition on \( a \) and \( b \) we get \( N(\sigma) = q^3 \).

**Case 2:** If \( \gamma^m \neq 1 \) and \( \gamma^{q^n+1} = 1 \), then \( b = -\frac{\beta}{\gamma^m-1} \). Hence \( -\gamma^m\beta^q \frac{\beta}{\gamma^m-1} + \alpha = 0 \) and \( \alpha = \frac{\gamma^m\beta^{q+1}}{\gamma^m-1} \). So, we get \( N(\sigma) = q \) as there is no condition on \( a \).

**Case 3:** If \( \gamma^{q^n+1} \neq 1 \), then \( b = -\frac{\beta}{\gamma^m-1} \) and \( a = -\gamma^m\beta b + \alpha \). So, we get \( N(\sigma) = 1 \). \( \square \)

3.1. Example 1: A subgroup of \( G(P_\infty) \)

We will now construct a certain type of subgroups of \( G(P_\infty) \). Before this, we fix the following notations.

\[
q = p^h \text{ for some prime number } p \text{ and positive integer } h, \\
m = \frac{q^n+1}{q+1}, \\
t \text{ a divisor of } (q-1)(q^n+1), \\
d = \gcd(t, q^h+1), \\
s = \min\{r \geq 1 : p^r \equiv 1 \mod (\frac{q}{t})\}, \\
u_1 \text{ and } u_2 \text{ are integers with } 0 \leq u_1, u_2 \leq h, s|u_1 \text{ and } s|u_2.
\]

Lemma 3.4. \( F_{p^r} \subseteq F_q \).
\[ (q - 1)(q^n + 1) = tk \text{ for some } k \in \mathbb{Z}, \text{ which implies } (q - 1)(q^n + 1)/d \equiv 0 \mod t/d. \]  
So, we have \( q - 1 \equiv 0 \mod t/d \) and hence \( s < h \). We can write \( h = sa + b \) for some \( a, b \in \mathbb{Z} \) with \( b < s \) and hence \( p^h = p^b/p^{sa} \equiv 1 \mod t/d \).

The minimality of \( s \) gives that \( b \) is zero, and this implies \( s|h \). \( \square \)

**Lemma 3.5.** There is a \( u_1/s \) dimensional \( \mathbb{F}_{p^s} \) subspace of \( \mathbb{F}_q \).

**Proof.** This is an immediate result of Lemma 3.4. \( \square \)

Let \( W_1 \) be a \( u_1/s \) dimensional \( \mathbb{F}_{p^s} \) subspace of \( \mathbb{F}_q \). Then we have \( |W_1| = p^{u_1} \).

**Lemma 3.6.** Let \( L \) be the set of automorphisms of the following form:

\[
\sigma = \begin{cases} 
  z \to \gamma z \\
  y \to \gamma^m y + \beta \\
  x \to \gamma^{q^n+1} x + \gamma^m \beta y + \frac{\beta^{q^n+1}}{2},
\end{cases}
\]

where \( \beta \in W_1 \) and \( \gamma \) is a \( t \)-th root of unity. Then, \( L \) is a subgroup of \( G(P_\infty) \).

**Proof.** Any \( \sigma \in L \) is obviously an automorphism of \( G(P_\infty) \) as \( \beta^{(q^n+1)q} = \beta^{(q^{n+1})} \). So, it is enough to check that \( L \) is closed under composition. Let \( \sigma_1 = [\gamma_1, \beta_1, \frac{\beta^{q^n+1}}{2}] \) and \( \sigma_2 = [\gamma_2, \beta_2, \frac{\beta^{q^n+1}}{2}] \). Then,

\[
\sigma_1 \sigma_2 = [\gamma_1 \gamma_2 + \gamma_2^{q^n+1} \beta_1 + \beta_2, \gamma_2^{q^n+1} \beta_1 + \beta_2 + \frac{\beta_1^{q^n+1}}{2}].
\]

We have

\[
(\gamma_2^m \beta_1 + \beta_2)^{q^n+1} = \gamma_2^{(q^n+1)m} \beta_1^{(q^{n+1})} + 2 \gamma_2^{qm} \beta_1 \beta_2 + \beta_2^{q^{n+1}}.
\]

Since \( p^s - 1 \equiv 0 \mod t/d \) we have \( p^s - 1 = kt/d \) for some integer \( k \). So, \( (\gamma_2^m)^{p^s - 1} = (\gamma_2^m)^{kt/d} = (\gamma_2^m)^{km/d} = 1 \) implying \( \gamma_2^m \in \mathbb{F}_{p^s} \). We also have \( \beta \in \mathbb{F}_q \). Thus,

\[
\frac{(\gamma_2^m \beta_1 + \beta_2)^{q^n+1}}{2} = \gamma_2^{q^{n+1}} \frac{\beta_1^{q^n+1}}{2} + \gamma_2^{m} \beta_1 \beta_2 + \frac{\beta_2^{q^n+1}}{2}.
\]

This completes our proof. \( \square \)

Now, we construct another type of subgroup of \( G(P_\infty) \). For this, we need to prove some lemmas.

**Lemma 3.7.** Let \( V = \{ x \in \mathbb{F}_{q^2} : x^d + x = 0 \} \). Then \( V \) has a \( \mathbb{F}_{p^s} \) subspace of dimension \( u_2/s \).

**Proof.** \( V \) is a one dimensional \( \mathbb{F}_q \) vector space as well as a \( h/s \) dimensional \( \mathbb{F}_{p^s} \) space. So, it has a subspace of dimension \( u_2/s \). \( \square \)

Let \( W_2 \) be a subspace \( V \) given in Lemma 3.7. Then \( |W_2| = p^{u_2} \).
Lemma 3.8. Let $J$ be the set of automorphisms of the following form:

$$
\sigma = \begin{cases} 
  z &\mapsto z \\
  y &\mapsto y \\
  x &\mapsto x + \alpha,
\end{cases}
$$

where $\alpha \in W_2$. Then, $J$ is a subgroup of $\text{Aut}_K(\mathcal{C}_n)$.

Proof. It is obvious from Lemma 3.7. \qed

Lemma 3.9. $J \rtimes L$ is well defined.

Proof. i) The intersection of $J$ and $L$ is obviously identity. Let $[\gamma^m, \beta, \frac{\beta q^t + 1}{2}] \in L$ and $[1, 0, \alpha] \in J$. Then we have

$$
[\gamma^m, \beta, \frac{\beta q^t + 1}{2}][1, 0, \alpha][\gamma^m, \beta, \frac{\beta q^t + 1}{2}]^{-1} = [1, 0, \frac{\alpha}{\gamma q^t + 1}].
$$

Since $p^s - 1 \equiv 0 \mod t$ we have $p^s - 1 = kt$ for some integer. So, it turns out that $(\gamma q^t + 1)p^s - 1 = (\gamma^q q^n + 1)k^t = (\gamma^t)k^{\alpha q^n + 1} = 1$. So, $[1, 0, \frac{\alpha}{\gamma q^t + 1}] \in J$, and this implies $L$ normalizes $J$. \qed

Let $U = J \rtimes L$. Then $U$ consists of the automorphisms of the following form:

$$
\begin{cases} 
  z &\mapsto \gamma z \\
  y &\mapsto \gamma^m y + \beta \\
  x &\mapsto \gamma q^t + 1 x + \gamma m \beta y + \frac{\beta q^t + 1}{2} + \alpha,
\end{cases}
$$

where $\gamma^t = 1$, $\beta \in W_1$, $\alpha \in W_2$. Hence, $|U| = tp^{u_1}p^{u_2}$. We need to calculate different of the fixed field of $U$ in order to calculate the genus of its fixed field.

Lemma 3.10. The different exponent of $P_\infty$ in the extension $\mathcal{C}_n/\mathcal{C}_n^U$ is

$$
(18) \quad d(P_\infty) = (m + 1)(p^{u_1} - 1)p^{u_2} + (q^n + 2)(p^{u_2} - 1) + (t - 1)p^{u_1 + u_2}.
$$

Proof. By the equations (16) and (17), we have

$$
d(P_\infty) = \sum_{l \neq \sigma \in U} v_{P_\infty}(\sigma(t) - l) = (m + 1)(p^{u_1} - 1)p^{u_2} + (q^n + 2)(p^{u_2} - 1) + 1(tp^{u_1}p^{u_2} - p^{u_1}p^{u_2}). \qed
$$

Proposition 3.11. The degree of $\text{Diff}(\mathcal{C}_n/\mathcal{C}_n^U)$ is

$$
\text{deg Diff}(\mathcal{C}_n/\mathcal{C}_n^U) = (m + 1)(p^{u_1} - 1)p^{u_2} + (q^n + 2)(p^{u_2} - 1) + (t - 1)p^{u_1 + u_2}
$$

$$
+ q^3[\gcd(t, m) - 1] + q[\gcd(t, q^n + 1) - \gcd(t, m)]p^{u_1}
$$

$$
+ [t - \gcd(t, q^n + 1)]p^{u_1 + u_2}.
$$
Proof. From (15), we have \( \deg \text{Diff}(C_n \setminus C_n^U) = d(P_\infty) + \sum_{\sigma \in U - \{1\}} N(\sigma) \). The proof follows from Lemma 3.3, Lemma 3.10 and the calculation of the cardinalities of the following sets
\[
\{\sigma : \gamma^m = 1, \beta = 0, \alpha = 0\} = \gcd(t, m),
\{\sigma : \gamma^m \neq 1, \gamma^{q^m + 1} = 1, \alpha = \frac{\gamma^m \beta q^{m+1}}{\gamma^m - 1}\} = (\gcd(t, q^n + 1) - \gcd(t, m))p^{u_1},
\{\sigma : \gamma^{q^n + 1} \neq 1\} = tp^{u_1 + u_2} - \gcd(t, q^n + 1)p^{u_1 + u_2}. \]

We now state the main theorem of this section.

**Theorem 3.12.** The genus of \( C_n^U \) is given
\[
g(C_n^U) = \frac{1}{2|U|} \left\{ (q - 1)(q^{n+1} + q^n - q^2) - 2 - [(m + 1)(p^{u_1} - 1)p^{u_2} + (q^n + 2)(p^{u_2} - 1) + (t - 1)p^{u_1 + u_2} + q^3(\gcd(t, m) - 1) + q(\gcd(t, q^n + 1) - \gcd(t, m))p^{u_1} + (t - \gcd(t, q^n + 1))p^{u_1 + u_2}) \right\} + 2|U|.
\]

Proof. Follows from (14) and the proposition above. \( \square \)

### 3.2. Example 2: A subgroup of \( G \) for \( n = 3 \)

In this section, we will extend Theorem 5.4 in [6]. Let \( \gamma \) be a \((q-1)(q^3+1)\)-th root of unity. We consider the following automorphisms
\[
(19) \quad \epsilon = \begin{cases} 
z \rightarrow \gamma z \\
y \rightarrow \gamma^m y \\
x \rightarrow \gamma^{q^2+1} x \end{cases} \quad \text{and} \quad \omega = \begin{cases} 
z \rightarrow z/x \\
y \rightarrow y/x \\
x \rightarrow 1/x. \end{cases}
\]

Let \( U \) be the group generated by these automorphisms. Then, we have \( |U| = 2(q - 1)(q^3 + 1) \).

**Lemma 3.13.** \( C_n^U = K(x^{q-1}) + x^{-(q-1)} \).

Proof. It follows from the fact that \( [K(x) : K(x^{(q-1)} + x^{-(q-1)})] = 2(q - 1) \). \( \square \)

Note that all the places in the extension \( K(x^{(q-1)}) \setminus K(x^{(q-1)} + x^{-(q-1)}) \) are unramified, and the only ramified places in \( K(x) \setminus K(x^{(q-1)}) \) are \( (x = \infty) \) and \( (x = 0) \). So, there is no ramified place in the extension \( \mathcal{C}_3 \setminus \mathcal{X}_h^3 \). Apart from the places \( P_\infty \) and \( P_{\alpha 60} \).

The automorphisms in \( U \) are in the form
\[
(20) \quad \sigma = \begin{cases} 
z \rightarrow \gamma z \\
y \rightarrow \gamma^m y \\
x \rightarrow \gamma^{q^2+1} x \end{cases} \quad \text{and} \quad \tau = \begin{cases} 
z \rightarrow \gamma z/x \\
y \rightarrow \gamma^m y/x \\
x \rightarrow \gamma^{q^2+1}/x. \end{cases}
\]

We can now state the following lemma.
Lemma 3.14. Let \( \sigma \) and \( \tau \) be given as above. Then

\[
N(\sigma) = \begin{cases} 
q^3 + 1 & \gamma^n = 1, \quad \alpha = \beta = 0 \\
q + 1 & \gamma^n \neq 1, \quad \gamma^n + 1 = 1 \\
2 & \gamma^n + 1 \neq 1 \\
0 & \text{otherwise,}
\end{cases}
\]

and

\[
N(\tau) = \begin{cases} 
q + 1 & \gamma^n \in F_q \\
0 & \gamma^n \notin F_q, \quad \gamma(q^3 + 1)(q - 1)/2 = 1 \\
2 & \gamma(q^3 + 1)(q - 1)/2 = -1.
\end{cases}
\]

Proof. Calculation of \( N(\sigma) \) is the direct result of Lemma 3.3. For the second part, we first note that the places \( P_\infty \) and \( P_{000} \) do contribute to \( N(\tau) \). So, we have to count the pairs \((a, b) \in (F_q^2)^\times \times F_q^2 \) such that \( P_{a00} \in N(\tau) \). We have

\[
\tau(P_{a00}) = P_{a00} \iff \tau(x-a), \tau(y-b), \tau(z) \in P_{a00}
\]

\[
\iff \gamma^{q^3+1}/x - a,
\gamma^{m} y/x - b, \gamma z/x \in P_{a00}
\]

\[
\iff \gamma^{q^3+1}/x - \gamma^{q^3+1}/a + \gamma^{q^3+1}/a - a,
\gamma^{m} y/x - \gamma^{m}b/a + \gamma^{m}b/a - b, \gamma z/x \in P_{a00}
\]

\[
\iff \frac{\gamma^{q^3+1}}{ax}(a-x) - \frac{1}{a}(\gamma^{q^3+1} - a^2),
\frac{\gamma^{m}}{ax}(ya - bx) + \frac{b}{a}(\gamma^{m} - a) \in P_{a00}
\]

\[
\iff \frac{\gamma^{q^3+1}}{ax}(a-x) - \frac{1}{a}(\gamma^{q^3+1} - a^2),
\frac{\gamma^{m}}{ax}[(a(y-b) + b(a-x))] + \frac{b}{a}(\gamma^{m} - a) \in P_{a00}
\]

\[
\iff (\gamma^{q^3+1} - a^2), b(\gamma^{m} - a) \in P_{a00}
\]

\[
\iff \gamma^{q^3+1} - a^2 = 0 \quad \text{and} \quad b(\gamma^{m} - a) = 0.
\]

Hence, we need to count the pairs \((a, b) \in (F_q^2)^\times \times F_q^2 \) such that \( \gamma^{q^3+1} = a^2 \) and \( b(\gamma^{m} - a) = 0 \). We do the calculations case by case.

**Case 1:** \( \gamma^{m} \in F_q \).

If \( \gamma^{m} \in F_q \), then \( a^2 = \gamma^{q^3+1} = \gamma^{m(q+1)} = \gamma^{m(q-1)}\gamma^{2m} = \gamma^{2m} \). Hence, we get \( a = \pm \gamma^{m} \). If \( a = -\gamma^{m} \in F_q \), then we have \(-2\gamma^{m} = b^{q+1} \) as \( a^q + a = b^{q+1} \).

So, for \( b \neq 0 \) it turns out that \( \gamma^{m} = a \), which is contradiction. Therefore, we have \( \gamma^{m} = a b^{q+1} = 2\gamma^{m} \).

**Case 2:** \( \gamma^{m} \notin F_q \) and \( \gamma^{m(q^2-1)}/2 = 1 \).

In this case, we have \( a^{q-1} = \gamma^{(q^3+1)(q-1)/2} = 1 \) and hence \( a \in F_q \). This implies \( \gamma^{m} \neq a \) and \( b = 0 \) and hence \( a = 0 \). So, we get a contradiction.
Case 3: $\gamma^m \notin F_q$ and $\gamma^{m(q^2-1)/2} = -1$.
In this case, we have $a^q = -1$ and $a = -\gamma^{(q^2+1)/2}$. \hfill \Box

**Theorem 3.15.** Let $t$ be a divisor of $(q^3 + 1)(q - 1)$ and $\gamma$ be primitive $n$-th root of unity. The genus of the subgroup $U$ generated by $\epsilon$ and $\omega$ defined as in (19) is

$$g(C_n^U) = \frac{(q^3 + 1)(q^2 - 2) - [(q^3 + 1)[d_1 - 1] + (q + 1)[d_2 - d_1] + 2[t - d_2] + (q + 1)d_3 + 2[t - d_4] + 4t)}{4t},$$

where $d_1 = \gcd(t, m)$, $d_2 = \gcd(t, q^3 + 1)$, $d_3 = \gcd(m(q - 1), t)$ and $d_4 = \gcd(t, (q^3 + 1)(q - 1)/2)$.

**Proof.** Note that all the places of $U$ are tamely ramified in the extension $C_n/C_n^U$ as $|U| = 2t$ and $t$ is a divisor of $(q - 1)(q^3 + 1)$. $U$ consists of elements of the form $\sigma$ and $\tau$ given in (20). By Lemma 3.14, we have

$$\sum_{\gamma = 1, \gamma \neq 1} N(\sigma_\gamma) = (q^3 + 1)[\gcd(t, m) - 1] + (q + 1)[\gcd(t, q^3 + 1) - \gcd(t, m)] + 2[t - \gcd(t, q^3 + 1)],$$

and

$$\sum_{\gamma = 1} N(\tau_\gamma) = (q + 1)\gcd(m(q - 1), t) + 2[t - \gcd(t, (q^3 + 1)(q - 1)/2)].$$

By Hurwitz-genus formula, we get the desired result. \hfill \Box

### 3.3. Example 3: A subgroup of $G$ for $n = 3$

We now extend the Example 5.6 in [6]. Let $t$ be a divisor of $(q - 1)(q^3 + 1)$ and $d = \gcd((q - 1)(q^3 + 1), (q^3 - 1)t)$. Let $t_1$ be a divisor of $d$ and $\alpha_0$ be an element of order $t_1$. Let $J$ be the subgroup of $G$ which consists of the elements of the form

$$\sigma_\gamma = \begin{cases} z \rightarrow \gamma z \\ y \rightarrow \gamma^m y \\ x \rightarrow \gamma^{q^3+1} x, \end{cases}$$

where $\gamma$ is a $t'$th root of unity. We also define the following automorphism

$$\rho = \begin{cases} z \rightarrow \alpha_0 z/x \\ y \rightarrow \alpha_0^m y/x \\ x \rightarrow \alpha_0^{q^3+1} x. \end{cases}$$

**Lemma 3.16.** The group $U = J \cup \rho J$ is a subgroup of $G$ for $n = 3$. 
Proof. Since
\[ \rho^2 = \begin{cases} 
  z \to \alpha_0^2/\alpha_0^{q+1}z \\
  y \to (\alpha_0^2/\alpha_0^{q+1})^m y \\
  x \to (\alpha_0^2/\alpha_0^{q+1})^{q+1}x 
\end{cases} \quad \text{and} \quad \sigma_\gamma \circ \rho = \begin{cases} 
  z \to (\gamma \alpha_0/(\gamma \alpha_0)^{q+1})z/x \\
  y \to (\gamma \alpha_0/(\gamma \alpha_0)^{q+1})^m y/x \\
  x \to (\gamma \alpha_0/(\gamma \alpha_0)^{q+1})^{q+1}x/x 
\end{cases} \]

we see that \( \rho^2 \) and \( \sigma_\gamma \circ \rho \) are in \( G \).

Theorem 3.17. Let \( U \) be the subgroup constructed in Lemma 3.16. Then, we have
\[ g(A^U) = ((q^3 + 1)(q^3 - 2) - \{ (q^3 + 1)[d_1 - 1] + (q + 1)[d_2 - d_1] + 2[t - d_2] \\
+ (q + 1)\delta_1 + 2\delta_2 + 4t)/4t, \]
where
\[ d_1 = \gcd(t, m), \quad d_2 = \gcd(t, q^3 + 1), \quad d_3 = \gcd(m(q - 1), t), \]
\[ d_4 = \gcd(t, (q^3 + 1)(q - 1)/2), \quad \delta_1 = \begin{cases} 
  d_3 & \frac{\gcd(t_2, m(q - 1))}{d_5} \\
  0 & \text{else} 
\end{cases} \quad \text{and} \quad \delta_2 = \begin{cases} 
  t - d_4 & \frac{\gcd(t_2, (q^3 + 1)(q - 1)/2)}{d_5} \\
  t & \text{else} 
\end{cases}. \]

Proof. All the places of \( U \) in \( C_n/C_n^U \) are tamely ramified as \( |U| = 2t \). \( U \) consists of elements of the form
\[ \sigma_\gamma = \begin{cases} 
  z \to \gamma z \\
  y \to \gamma^m y \\
  x \to \gamma^{q^3+1}x 
\end{cases} \quad \text{and} \quad \tau_\gamma = \begin{cases} 
  z \to (\gamma \alpha_0)z/x \\
  y \to (\gamma \alpha_0)^m y/x \\
  x \to (\gamma \alpha_0)^{q^3+1}x/x. 
\end{cases} \]

By Lemma 3.14, we have
\[ \sum_{\gamma^i = 1, \gamma \neq 1} N(\sigma_\gamma) = (q^3 + 1)[\gcd(t, m) - 1] + (q + 1)[\gcd(t, q^3 + 1) \\
- \gcd(t, m)] + 2[t - \gcd(t, q^3 + 1)]. \]

For the elements of the second type, we first consider
\[ \{ \gamma : (\gamma \alpha_0)^{m(q - 1)} = 1 \} = \{ \gamma : \gamma^{m(q - 1)} = \alpha_0^{-m(q - 1)} \}. \]
The image of the group \( \{ \gamma^{m(q - 1)} \} \) under the homomorphism \( \alpha : x \to x^{m(q - 1)} \)
is the unique subgroup of the group generated by primitive \((q - 1)(q^n + 1)\)-th root of unity, and its order is \( t/d_3 \). So, if the order of \( (\alpha_0)^{-m(q - 1)} \) does not divide \( t/d_3 \), then the set in (21) would be empty. The kernel of \( \alpha \) consists of the elements of order \( d_3 \).

Now we consider the set
\[ \{ \gamma : (\gamma \alpha_0)^{(q^3 + 1)(q - 1)/2} = 1 \} = \{ \gamma : (\gamma)^{(q^3 + 1)(q - 1)/2} = (\alpha_0)^{(q^3 + 1)(q - 1)/2} \}. \]
The image of $\langle \gamma(q^3+1)(q-1)/2 \rangle$ under the homomorphism $x \rightarrow x(q^3+1)(q-1)/2$ is the unique subgroup of order $t/d_4$ of the group generated by primitive $(q-1)(q^3+1)$th root of unity. Hence if the order of $(\alpha^m(q^3+1)(q-1)/2$ does not divide $t/d_4$, then the set in (22) is empty. The kernel of the map $x \rightarrow x(q^3+1)(q-1)/2$ in $\langle \gamma^m(q-1) \rangle$ consists of the elements of order $d_4$.

\[ \text{Remark 3.18.} \] By Theorem 3.12 and Theorem 3.17, we can construct the maximal function fields over the finite fields of the cardinalities $5^6$, $5^{10}$, $3^{10}$ and $3^{18}$ with the following genera which are new up to [2], [4], [6], [8]:

- $\mathbb{F}_{5^6}$ : 146 \hspace{1cm} \text{Theorem 3.12}
- $\mathbb{F}_{5^{10}}$ : 1820, 2080, 3120, 3640, 4681, 7282, 9362, 12482, 18724 \hspace{1cm} \text{Theorem 3.12}
- $\mathbb{F}_{3^{10}}$ : 481 \hspace{1cm} \text{Theorem 3.12}
- $\mathbb{F}_{4^{15}}$ : 45, 91, 145, 289, 6552 \hspace{1cm} \text{Theorem 3.12}
- $\mathbb{F}_{318}$ : 505, 1311, 255535 \hspace{1cm} \text{Theorem 3.17}

\[ \text{Remark 3.19.} \] One can use Theorem 3.12, Theorem 3.15 and Theorem 3.17 to construct maximal function fields over the finite field with the cardinality $5^6$ with the genera that were obtained in [4]:

- $9, 14, 21, 38, 70, 76, 86, 140, 220, 282, 362, 442, 724$ \hspace{1cm} \text{Theorem 3.12}
- $9, 27, 37, 73, 76, 109, 180, 220, 361, 724$ \hspace{1cm} \text{Theorem 3.15}
- $9, 27, 37, 73, 76, 109, 180, 220, 361, 362, 724$ \hspace{1cm} \text{Theorem 3.17}

References


YUSUF DANISMAN
Elementary Mathematics Education
Mevlana University
Konya, Turkey
E-mail address: ydanisman@mevlana.edu.tr

MEHMET OZDEMIR
Elementary Mathematics Education
Mevlana University
Konya, Turkey
E-mail address: mozdemir@mevlana.edu.tr