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In this paper, we present novel high-speed transmission 
schemes for high-speed ultra-high frequency (UHF) radio-
frequency identification communication. For high-speed 
communication, tags communicate with a reader using a 
high-speed Miller (HS-Miller) encoding and multiple 
antennas, and a reader communicates with tags using 
extended pulse-interval encoding (E-PIE). E-PIE can 
provide up to a two-fold faster data rate than conventional 
pulse-interval encoding. Using HS-Miller encoding and 
orthogonal multiplexing techniques, tags can achieve a 
two- to three-fold faster data rate than Miller encoding 
without degrading the demodulation performance at a 
reader. To verify the proposed transmission scheme, the 
MATLAB/Simulink model for high-speed backscatter 
based on an HS-Miller modulated subcarrier has been 
designed and simulated. The simulation results show that 
the proposed transmission scheme can achieve more than 
a 3 dB higher BER performance in comparison to a Miller 
modulated subcarrier. 
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I. Introduction 

Radio-frequency identification (RFID), a non-contact 
automatic recognition technology, is a technology for 
recognizing electronic tags on products using a radio frequency. 
RFID technology can be classified, in a broad sense, into a 
passive RFID system and an active RFID system. In a passive 
RFID system, a tag is not supplied with power from a battery; 
hence, it must communicate with a reader based on backscatter 
by generating self-power in response to a carrier signal from 
the reader. A passive RFID system can be used for various 
applications in comparison to barcodes because it can provide 
information on individual objects without requiring the use of 
batteries in tags. There has been a significant amount of 
research on improving passive RFID system technologies. 
Previous work [1]–[2] has mainly focused on developing    
an efficient algorithm to enhance inventory efficiency. In [3]–
[5], many kinds of receiver structures for demodulating 
backscattered tag signals were introduced. In addition, with  
the remarkable development in low-power semiconductor 
technologies, inexpensive RFID tags are becoming a reality 
[6]–[7]. However, most research has focused on demodulation, 
protocol algorithms for readers, and implementation issues 
related to tags.  

These days, high-memory passive RFID tags are required 
for applications that need to store data beyond an identification 
number. For example, manufacturing engineers for the 
aerospace and car industries have seen benefits in storing 
inspection, birth, and repair records. In addition, according to 
an increase in the amount of data handled, file management 
and security services for RFID are required [8]–[9]. 
Nevertheless, existing passive RFID systems have problems  
in terms of performance and transmission speed. Traditional 
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passive RFID tags with a Miller-modulated subcarrier based on 
the ISO/IEC 18000-63 international standard [10] have data 
rates of up to 320 kbps, which is insufficient for reading a large 
amount of data in a tag memory. For this reason, there is a 
necessity to develop new modulation techniques for increasing 
the data rate of RFID tags. 

In some previous studies, high–data rate RFID systems have 
been studied [11]–[13]. In [11] and [12], M-ary quadrature 
amplitude modulated (M-QAM) backscatter was proposed. 
With M-QAM backscatter, tags can transmit log2 M data bits 
per symbol period; however, tags can achieve only a 10–3 BER 
performance with Eb/N0 between 9 dB and 11 dB. There   
also exists an implementation issue regarding the accuracy 
difference between the ideal and measured impedance values. 
In [13], a digital RF-transmitting scheme with a 1 Mbps data 
rate is described, but this transmitter needs to be battery 
powered. To overcome this weakness, we propose a new 
transmission scheme to increase the data rate of a tag without 
degrading the demodulation performance or requiring 
additional battery power. In this paper, we present two-
dimensional bi-orthogonal signaling and orthogonal 
multiplexing techniques for passive RFID tags. The data rate of 
the proposed scheme is two to three times faster than a Miller 
modulated subcarrier with the same occupied bandwidth. 

The READ command in the ISO/IEC 18000-63 
international standard [10] allows a reader to read part of or 
all of a tag memory. When WordCount equals zero in the 
READ command, a tag should reply the contents of the 
chosen memory bank starting at WordPtr and ending at the 
end of the bank. However, according to an increase in the 
read data size of a tag memory, the probability of the packet 
error is also increased. Therefore, when a reader tries to read 
the contents in a high-memory tag, the reader should 
repeatedly send a READ command with the proper 
WordCount until obtaining all information in the memory. 
For this reason, the data rate of a reader is also important to 
increase the reading speed of the tag memory. We propose a 
new encoding scheme for reader-to-tag communication that 
can provide a two-fold faster data rate in comparison to pulse-
interval encoding (PIE). It can contribute to an improvement 
in both the reading and inventory speeds. 

The rest of this paper is organized as follows. Section II 
presents a new encoding scheme and decoding algorithm for 
forward link communication. In Section III, the modulation 
and demodulation signal model for a high-speed Miller (HS-
Miller) modulated subcarrier are described. In Section IV, we 
describe the transmitter and receiver structures for the proposed 
transmission scheme based on MATLAB/Simulink, as well  
as providing the experimental results. In Section V, some 
concluding remarks are provided. 

II. Proposed Extended Pulse-Interval Encoding (E-
PIE) Scheme  

1. Data Encoding  

To increase the data rate of a reader, a reader encodes the 
reader command using E-PIE. E-PIE uses four kinds of 
symbol waveforms and can transmit two bits per symbol 
waveform. In Fig. 1, E-PIE symbol waveforms are described. 
E-PIE symbol waveforms are composed of a signal having   
a different length with high and low values. High values 
represent the transmitted CW, and low values represent the 
attenuated CW. The Tari is the basic time reference unit for 
reader-to-tag signaling, and here, it represents the duration of 
symbol-0 and symbol-1. The reader can communicate using 
Tari values within the range of 6.25 μs to 25 μs. A 1.5 Tari 
value is used as the duration of symbol-2 and symbol-3. The 
conventional PIE scheme encodes one bit per symbol 
waveform based on the information of different symbol 
durations. The symbol duration of data-0 is 1 Tari, and the 
symbol duration of data-1 is between 1.5 Tari and 2 Tari. 
However, the E-PIE scheme encodes two bits per symbol 
waveform based on two different lengths of high and low 
values. For example, the first data bit determines the total 
symbol duration between 1 Tari and 1.5 Tari, and the second 
data bit determines the length of the low value between 0.5 Tari 
and 0.265 Tari. RF parameters for generating E-PIE symbol 
waveforms follow the current ISO/IEC 18000-63 standard 
[10]; thus, when we apply the E-PIE scheme, there will be no 
problems with tag operations.  

2. Data Decoding  

Theoretically, both PIE and E-PIE have almost an error-free 
 

 

Fig. 1. Proposed extended pulse-interval encoding (E-PIE) 
symbol waveforms. 
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Fig. 2. Decoding algorithm for E-PIE symbols. 
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demodulation performance because the important factor for a 
tag operation is not the sensitivity of the tag but the received 
power from the reader. As long as the tag can wake up, it can 
have a sufficient signal-to-noise ratio (SNR) value (that is, 
almost 100 dB) and therefore there will be no bit error when a 
tag demodulates E-PIE symbols. 

To decode the E-PIE signal, only one more counter is 
required to measure the low interval length, and a low-clock 
rate can be used. A decoding algorithm for E-PIE symbols is 
described in Fig. 2. First, a tag needs to measure the symbol 
duration. A tag interprets the received E-PIE symbol as 
symbol-0 (Sym-0) and symbol-1 (Sym-1) when the measured 
symbol duration is shorter than the average symbol duration. 
After that, the tag again compares the measured low interval 
length with the average low interval length. When the 
measured low interval length is longer than the average low 
interval length, the tag finally determines the received E-PIE 
symbol to be symbol-0. A decoding algorithm for other E-PIE 
symbols is similar to symbol-0. 

III. Proposed HS-Miller Encoding Scheme  

1. Modulation of HS-Miller Subcarrier Signals 

A tag communicates with a reader using backscatter 
modulation in which the tag switches the reflection coefficient in 
accordance with the data signal. A tag encodes the backscattered 
data as the HS-Miller of a subcarrier. For high-speed 
communication, a tag uses up to two transmit antennas. When a 
tag transmits the backscattered data using two antennas, a tag 
generates double HS-Miller subcarriers, where each subcarrier 
has a different link frequency (LF). A block diagram of a tag 
modulator is shown in Fig. 3. The backscattered bits are 

 

Fig. 3. Block diagram of a tag modulator based on an HS-Miller 
subcarrier: (a) single HS-Miller subcarrier and (b) double 
HS-Miller subcarriers. 
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converted into 4-ary symbols, and the symbols are encoded 
using the symbol waveforms in the 4-ary bi-orthogonal signal 
set. This signal set will be explained later. For generating the 
HS-Miller subcarrier signal, the output waveform of the HS-
Miller encoder is multiplied by a square wave (SW) with the 
defined LF, which is M-times the symbol rate, 1/T. Therefore, 
an HS-Miller subcarrier signal shall contain exactly M 
subcarrier cycles per symbol duration, T. The HS-Miller 
subcarrier signal is modulated by an ASK modulator and up-
converted using a received carrier signal from the reader. 

The transmitted signal, xi(t), of the ith tag antenna is given by 

   ,( ) ( ) ( ) cos(2π ),i i j i i c
m

x t s t mT w t f t




          (1) 

where m is the mth order of the HS-Miller symbols, , ( )i js t  is 

the jth symbol waveform in the 4-ary bi-orthogonal signal set 

for the ith HS-Miller subcarrier ( {1, 2,3, 4}j ), wi(t) is an SW 

for the ith HS-Miller subcarrier, and fc is the carrier frequency.  

The N bi-orthogonal signal waveform set can be obtained 

from an original orthogonal set of N/2 signals by augmenting  

it with the negative of each signal. Therefore, the N signal 

waveforms are represented as the following set: 
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where k and  1, 2, ... , /2 .l N  Such a set of bi-orthogonal 

waveforms can be represented as a set of N/2 dimensional 

orthogonal vectors. That is, 
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Fig. 4. Signal constellations for Miller and HS-Miller signals: 
(a) orthogonal signal for Miller and (b) 4-ary bi-
orthogonal signal for HS-Miller. 
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Fig. 5. Basis waveforms for HS-Miller encoding. 
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Figure 4 illustrates the signal constellations corresponding to  
N = 4 bi-orthogonal signals for HS-Miller encoding and two- 
dimensional orthogonal signals for Miller encoding.  

In this paragraph, HS-Miller encoding and a method for 
generating an HS-Miller subcarrier are explained. In the HS-
Miller encoding process, every two bits are mapped to HS-
Miller symbols, and HS-Miller symbols are encoded using   
4-ary bi-orthogonal waveforms. In comparison to Miller 
encoding (M = 4), HS-Miller encoding can transmit data two-
times faster than Miller encoding during the same symbol 
period T. For generating an HS-Miller subcarrier, an HS-Miller 
encoded waveform is multiplied by SW at M-times the symbol 
rate. Figure 5 shows bi-orthogonal waveforms for HS-Miller 
encoding, and HS-Miller subcarrier signals are described in Fig. 6. 

When a tag transmits backscattered data using orthogonal 
double subcarriers, it can achieve a much faster data rate. To 
satisfy the orthogonal characteristic between two subcarriers, 
the LF of one HS-Miller subcarrier is L-times faster than the 
other subcarrier. Therefore, using an orthogonal multiplexing 
technique, there is no performance degradation at the reader.  

 

Fig. 6. HS-Miller subcarrier signals: (a) M = 2, (b) M = 4, and (c)
M = 8. 

Symbol-1 (bit-0 bit-0)

1

0

–1
T

1

0

–1

Symbol-2 (bit-0 bit-1) Symbol-1 (bit-0 bit-0) 

1

0

–1
T T

Symbol-3 (bit-1 bit-0) Symbol-4 (bit-1 bit-1) Symbol-2 (bit-0 bit-1)

(a) M = 2 

1

0

–1
T

1

0

–1

1

0

–1
T T

Symbol-1 (bit-0 bit-0) Symbol-2 (bit-0 bit-1) Symbol-3 (bit-1 bit-0)

1

0

–1
T

1

0

–1

1

0

–1
T T

1

0

–1
T

1

0

–1

1

0

–1
T T

Symbol-3 (bit-1 bit-0) Symbol-4 (bit-1 bit-1) Symbol-4 (bit-1 bit-1)

(b) M = 4 (c) M = 8 

 

Table 1. Data rates of Miller subcarrier and HS-Miller subcarrier.

Encoding type M  Assumed LF (kHz) Data rate (kbps) 

2 640 640 

4 640 320 
Single     

HS-Miller 
8 640 160 

2 640/320 960 

4 640/320 480 
Double     

HS-Miller 
8 640/320 240 

2 640 320 

4 640 160 Miller 

8 640 80 

 

 
In Table 1, we briefly compare the data rate of an HS-Miller 
subcarrier with that of a Miller subcarrier. The data rate of each 
HS-Miller subcarrier can be calculated as 

 Data rate (LF/ ) 2.M               (5) 

In the following section, we describe the demodulation 
structures and methods for HS-Miller subcarrier signals. 

2. Demodulation of HS-Miller Subcarrier Signals 

For demodulation of an HS-Miller subcarrier signal, the 
maximum a posterior probability (MAP) detector is required. 
Assume that an HS-Miller subcarrier signal is used to transmit 
backscattered data through an AWGN channel, and without 
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consideration of a low-pass filter and other RF component 
effects, the received signal, r(t), is simply defined by 

 ( ) ( ) ( ) ( ) for 0 ,jr t s t w t n t t T            (6) 

where n(t) is white Gaussian noise with a power spectrum of 

N0/2 watts/hertz , sj(t) is the jth symbol waveform in the N bi-

orthogonal signal set ( {1,2, ... , }j N ), and w(t) is an SW 

for generating an HS-Miller subcarrier. The optimum MAP 

detector can be implemented using signal correlators for an 

original orthogonal set of N/2 signals. The received signal r(t) 

is cross-correlated with each of the N/2 reference orthogonal 

signal waveforms, and correlator outputs are sampled at a 

sampling rate of 1/T. The sampled signal ri is given by 
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0
( ) ( ) ( )d for 1,2, ... , / 2

T

i in n t s t w t t i N        (8) 

and E is the symbol energy for each signal waveform. An 
example of the optimum MAP detector for an HS-Miller 
subcarrier signal is described in Fig. 7. The optimum MAP 
detector observes four correlator outputs and chooses the one 
with the largest magnitude. Next, the detector determines the 
HS-Miller symbols according to the sign of the chosen 
correlator output. The decision rule can be written as 

( /2)

ˆ arg max{| |} and 0,

ˆ arg max{| |} and 0 ( 1,2, ... , / 2).

i i i
i

i N i i
i

s r r

s r r i N

 

  
(9) 

We compare the probability of a bit error occurring between 
the Miller subcarrier and HS-Miller subcarrier schemes. The 
Miller subcarrier scheme uses two-dimensional orthogonal 
waveforms to encode the transmit data. In two-dimensional 
orthogonal signaling, the probability of a bit error can be 
expressed as 
 

 

Fig. 7. Optimum MAP detector structure for HS-Miller 
subcarrier signal. 
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where Eb is bit energy. 
Now, we consider the probability of a bit error for an HS-

Miller subcarrier signal. The conditional probability of a correct 
decision for equally likely messages is as follows. We assume 
that s1(t) is transmitted.  
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Averaging over the probability density function of r1, we can 
derive the correct decision probability as 

 
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where 0 2N  is the variance of the Gaussian noise ni, and E is 
the symbol energy for the s1(t) waveform. For an HS-Miller 
subcarrier scheme, given N = 4, the probability of a bit error 
can be written as  

 e,HS-Miller b 02 /P Q E N .          (13) 

Thus, the HS-Miller subcarrier scheme achieves an SNR that 
is about 3 dB better than that of the Miller subcarrier scheme 
for the same given BER. Moreover, basis waveforms for FM0 
encoding are the same as Miller encoding. HS-Miller can have 
a demodulation performance that is about 3 dB better than that 
of FM0 encoding.  

IV. Design of Simulation Model and Experimental 
Results  

1. MATLAB/Simulink Model for Tag-to-Reader 
Communication Based on HS-Miller Subcarrier 

In this section, we present a MATLAB/Simulink model for 
the modulation and demodulation of HS-Miller subcarrier 
signals. This simulation model can be used for examining   
the characteristics of the transmitted tag signal and the 
demodulation performance of the receiver structure. Figure 8 
shows a top-level block diagram of the tag-to-reader 
communication model based on an HS-Miller subcarrier. The 
simulation model consists of a transmitter, an AWGN channel,  
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Fig. 8. Top-level block diagram of the tag-to-reader MATLAB/Simulink model based on HS-Miller subcarrier. 
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Fig. 9. Frequency response of the transmitted signal: (a) Miller
subcarrier (M = 4, LF = 300 kHz) and (b) HS-Miller 
subcarrier (M = 4, LF = 300 kHz). 
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and a receiver. The transmitter block includes a bit data generator, 
an HS-Miller encoder, and an HS-Miller subcarrier generator 
and is able to select parameter M, the number of subcarriers, and 
the LF of each subcarrier. Figure 9 shows the frequency 
spectrums of a Miller subcarrier signal and an HS-Miller 
subcarrier signal. In particular, the frequency spectrum of an HS-
Miller subcarrier signal does not have a dc component; thus, the 
receiver is not affected by the dc-offset noise. 

0
( ) ( )d 0 for 1,2, ... , .

T

is t w t t i N         (14) 

As shown in Fig. 9, the frequency response of an HS-Miller 
subcarrier is very similar to the frequency response of a Miller 
subcarrier; therefore, the same analog and digital filters for 
Miller decoding can be used at the transmitter and receiver. In 
addition, our proposed scheme can be fitted based on the 
regulation of the channel signaling defined in the ISO/IEC 
18000-63 international standard [10], and can be used for a 
dense reader environment. The AWGN channel model can be 
set up for both the SNR value and the existence of noise. After 
passing through the AWGN channel, the baseband signal of the 
HS-Miller subcarrier is up-converted by the received carrier 
signal from the reader. At the receiver block, the RF module 
down-converts the received RF signal. The down-converted 
signal is filtered by a low-pass filter and over-sampled by a 
digital-to-analog converter. The baseband modem module  
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Fig. 10. Input and recovered streams of the HS-Miller symbols:
(a) source HS-Miller symbols and (b) recovered HS-
Miller symbols. 

(a) 

(b) 

 
 
consists of a decimation filter and a correlator for an HS-Miller 
symbol decision. A decimation filter is used for down-sampling 
the received baseband signal according to the LF and sampling 
frequency. The correlator calculates the cross-correlation 
energy of both the received baseband signal and the reference 
HS-Miller subcarrier signal and provides the output to the HS-
Miller symbol decoder. As we explained in Section III, the HS-
Miller symbol decoder compares the correlator outputs and 
determines the HS-Miller symbol. The outputs from both the 
random bit generator block and the HS-Miller decoding block 
are simultaneously sent to the error rate calculation block, and 
the BER is computed. As shown in Fig. 10, the HS-Miller 
symbols are well recovered from the transmitted HS-Miller 
symbol with AWGN using the correlator and symbol decoder 
in our designed simulation model. Compared with the HS-
Miller source symbols, which have four kinds of quantization 
levels, the recovered HS-Miller symbols simply have a time 
delay owing to several filtering processes.  

Our tag-to-reader link layer simulation model provides   
the facilities to simulate and test a passive RFID system at a 
high level of abstraction. In the following section, we evaluate   
the performance of the proposed scheme using our 
MATLAB/Simulink model. 

2. Experimental Results 

In this section, we provide experimental results demonstrating  
the effectiveness of our proposed transmission scheme for 
high-speed tag-to-reader communication. We compare the 
BER performance of a single HS-Miller subcarrier scheme to 
both the FM0 and the Miller subcarrier scheme. In addition, we  

Table 2. Simulation parameters for double subcarriers. 

Parameter  Description 

Encoding Double HS-Miller 

LF (kHz) 

Double subcarrier: LF1 300, LF2 600 

Double subcarrier with interference: 

LF2 450, LF2 600 

 

 

 

Fig. 11. BER comparison between HS-Miller subcarrier scheme
and FM0/Miller subcarrier scheme. 
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evaluate the demodulation performance for a double HS-Miller 
subcarrier scheme under specific LF conditions in which the 
LF of one subcarrier is twice as fast as that of the other 
subcarrier. Figure 11 shows the BER performance of the HS-
Miller subcarrier scheme in the presence of AWGN. We 
compare the BER of the single HS-Miller subcarrier scheme to 
the theoretical BER of both the FM0 and the Miller subcarrier. 
The simulation results show that the single HS-Miller 
subcarrier scheme can achieve about a 3 dB higher BER 
performance than the Miller subcarrier at the same Eb/N0 and 
that it has a BER of 10–5 at an Eb/N0 of 10 dB. We also 
evaluated the demodulation performance for the double HS-
Miller subcarrier scheme. To demonstrate the advantage of 
orthogonal multiplexing techniques, we assume two types of 
LFs for double subcarriers. In Table 2, the LFs of the double 
HS-Miller subcarriers are defined. In Fig. 11, a BER 
comparison between the single HS-Miller and double HS-
Miller subcarriers schemes is shown. The simulation results 
show that the double HS-Miller subcarrier provides the same 
performance as the single HS-Miller subcarrier when LF2 is 
twice as fast as LF1. Under this condition, these subcarriers  
are orthogonal; thus, there is no performance degradation at  
the receiver caused by mutual interference. The orthogonal 
multiplexing condition for the double HS-Miller subcarrier  
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Fig. 12. BER comparison between HS-Miller subcarrier scheme
and FM0/Miller subcarrier scheme from the point of
view of required Es/N0. 
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scheme can be written as 

LF1/LF2 or LF2/LF1 ,M N          (15) 

where M and N are integers. When HS-Miller subcarriers are 
transmitted with LF1 at 600 kHz and LF2 at 450 kHz, about a 
1 dB performance degradation is caused by mutual interference. 
To reject such interference, an interference rejection filter is 
required at the receiver. 

The data rate of FM0 encoding in ISO/IEC 18000-63 [10] is 
up to 640 Kbps, and the data rate of the Miller subcarrier is 
significantly slower than that of FM0 by a factor of two, four, 
or eight. However, a Miller subcarrier is widely used in real-
field applications because a Miller subcarrier requires less 
Es/N0 for the given BER and is more suitable for a dense reader 
environment. To overcome the slow data rate of the Miller 
subcarrier, the proposed HS-Miller subcarrier is a highly useful 
solution for increasing the data rate of a tag without degrading 
the demodulation performance. In Fig. 12, the HS-Miller 
subcarrier has the same demodulation performance as the 
Miller subcarrier in terms of the required Es/N0; however, it can 
achieve a two- to three-fold faster data rate than the Miller 
subcarrier.  

V. Conclusion  

In this paper, we presented new encoding methods suitable 
for high-speed UHF RFID communications. In forward link 
communication, a reader encodes the transmitted data using E-
PIE. E-PIE can achieve a two-fold faster data rate than PIE, 
and only one more counter is required to decode E-PIE 
symbols at the tag. In backward link communication, the 
designed subcarrier signals are modulated by M-state bi- 

orthogonal basis waveforms and are transmitted using up to 
two antennas. The proposed HS-Miller subcarrier scheme can 
improve the data rates remarkably in comparison to a Miller 
subcarrier. For example, a single HS-Miller subcarrier scheme 
can achieve a two-fold faster data rate than a Miller subcarrier 
when the number of subcarrier cycles per symbol is four. 
Moreover, the frequency spectrum of HS-Miller subcarrier 
signals is very similar to that of Miller subcarrier signals;   
thus, HS-Miller subcarrier signals satisfy the channel signaling 
regulations defined in the ISO/IEC 18000-63 standard. In 
addition, our proposed scheme is easy to implement. The tag 
complexity of a single HS-Miller subcarrier scheme is the 
same as that of a Miller subcarrier; however, when a tag uses 
double HS-Miller subcarriers, the RF block of the tag 
complexity is increased owing to the use of two load 
modulators. The reader complexity is the same in single 
subcarrier transmission, and the reader complexity of double 
HS-Miller subcarriers is slightly increased because the signal 
detection and synchronization blocks are the same as in a 
Miller subcarrier, although two demodulation blocks are 
required for double HS-Miller subcarriers. To demonstrate our 
proposed scheme, we developed a simulation model for high-
speed backward link communication based on HS-Miller 
subcarriers. We utilized this simulation model using the 
MATLAB/ Simulink tool and simulated the BER performance 
in an AWGN channel. For the single HS-Miller subcarrier 
scheme, the simulation results indicate that a BER performance 
of 10–5 can be achieved at an Eb/N0 of 10 dB and 9 dB, 
respectively. In addition, in double HS-Miller subcarrier 
transmission mode, the link frequencies for each subcarrier 
have to satisfy the orthogonal multiplexing condition, which is 
defined in (15), to achieve a faster data rate than a single 
subcarrier without degrading the performance. Likewise, the 
proposed scheme significantly improves the data rate, spectral 
efficiency, and BER performance in comparison to the Miller 
subcarrier scheme. Additional future work includes 
constructing a tag emulator that implements an HS-Miller 
subcarrier, and evaluating the real-world performance in a 
passive RFID environment. 
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