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#### Abstract

This paper presents a new high-efficient algorithm and architecture for an elliptic curve cryptographic processor. To reduce the computational complexity, novel modified Lopez-Dahab scalar point multiplication and left-to-right algorithms are proposed for point multiplication operation. Moreover, bit-serial Galois-field multiplication is used in order to decrease hardware complexity. The field multiplication operations are performed in parallel to improve system latency. As a result, our approach can reduce hardware costs, while the total time required for point multiplication is kept to a reasonable amount. The results on a Xilinx Virtex-5, Virtex-7 FPGAs and VLSI implementation show that the proposed architecture has less hardware complexity, number of clock cycles and higher efficiency than the previous works.
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## I. INTRODUCTION

Elliptic curve cryptography (ECC), an approach based on the algebraic structure of elliptic curves over finitefields, is a public key cryptography that has attracted great attention in recent years. It offers security similar to traditional systems, such as Rivest, Shamir, \& Adleman (RSA), but with significantly smaller key lengths [1]. For example, 163-bit ECC is considered equivalent to 1024-
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Fig. 1. Overview architecture for ECC point multiplication.
bit RSA [1, 2]. Thanks to this advantage, ECC can be implemented to strictly consider resource limitations

An elliptic curve $E$ over a Galois field $(G F)$ is the set of solutions to Eq. (1). A point $P\left(x_{P}, y_{P}\right)$ is a pair of elements that satisfies

$$
\begin{equation*}
y^{2}+x y=x^{3}+a x^{2}+b \tag{1}
\end{equation*}
$$

The underlying operation in ECCs is scalar point multiplication, $Q=k P$, the multiplication of an elliptic curve point $P$ by a scalar $k$ to give the resultant point $Q$ [3, 4]. To perform this operation, the point addition and point doubling operations are combined effectively.

Three main steps to calculate the point multiplication are: 1) convert point $P$ from affine coordinate to project coordinate; 2) compute $Q=k P$ as projective coordinate; and 3) convert point $Q$ from projective coordinate to affine coordinate. Fig. 1 describes the main operations to perform ECC point multiplication.

Recently, several field-programmable gate array (FPGA)-based ECC processors and hardware
accelerators have been presented in the literature [5, 7]. In these papers, the authors showed various techniques to improve the performance of the ECC operation. The typical goal is to reduce the latency of ECC point multiplication in terms of the number of required clock cycles, and reduce the hardware complexity.

In this paper, we propose a novel idea for an ECC algorithm and architecture in projective coordinates to reduce hardware complexity and keep latency to a reasonable amount. Specifically, we use the bit-serial multiplication concept to reduce hardware complexity. Moreover, a delay-efficient architecture, in which the field multiplication operations and the field squaring operations are performed in parallel, is proposed in order to balance hardware complexity and latency efficiency.

The rest of this paper is organized as follows. In Section II, we provide some background information, including finite-field and ECC point multiplication algorithms. The proposed algorithm is presented in Section III. Section IV presents the proposed ECC point multiplication architecture and the novel design techniques. In Section V, the results and a performance comparison are presented. Finally, a conclusion is provided in Section V.

## II. BACKGROUND

## 1. Finite-field Arithmetic

Finite-fields, which are defined as a set of elements denoted as $G F\left(2^{m}\right)$, play an important role in the calculations for cryptography systems. The operations in the finite-field include multiplication, squaring, addition, subtraction and inversion. Addition and subtraction are implemented simply by using XOR addition of the two $m$-bit operands [8]. The field squaring operation over $G F\left(2^{m}\right)$ can be implemented based on the approach presented by Rodríguez-Henríquez et al. [6]. To calculate the field inversion, polynomial greatest common divisor (GCD) and inverse computation [9] are used. Among these arithmetic operations, multiplication is the most important finite field arithmetic operation [11] because of its time consuming and large hardware requirement.

Two elements, $a(x)$ and $b(x)$, in $G F\left(2^{m}\right)$ can be expressed as:

$$
\begin{align*}
& a(x)=a_{0}+a_{1} x+\ldots+a_{m-1} x^{m-1} \\
& b(x)=b_{0}+b_{1} x+\ldots+b_{m-1} x^{m-1} \tag{2}
\end{align*}
$$

The product $c(x)$ can be computed as follows:

$$
\begin{align*}
& c(x)=a(x) b(x) \bmod f(x) \\
& c(x)=\left(\sum_{i=0}^{m-1} b_{i} a(x) x^{i}\right) \bmod f(x) \tag{3}
\end{align*}
$$

where $f(x)=x^{m}+f_{m-1} x^{m-1}+\ldots+f_{1} x+f_{0}$
Two popular field multiplication approaches to implement $G F$ multiplication are digit-serial multiplication [8] and bit-serial multiplication [10]. The former is used with the goal of reducing latency in terms of the number of required clock cycles for one field multiplication operation. However, this approach requires a lot of hardware. Consequently, it is not suitable for resource-constrained systems. In order to reduce hardware complexity, bit-serial multiplication was introduced. In this approach, the operand $b(x)$ is processed from its least significant bit (LSB), and one bit at each cycle is considered. The product is the modulo of the sum $\sum_{i=0}^{m-1} b_{i} a(x) x^{i}$ and the irreducible polynomial $f(x)$.

## 2. ECC Point Multiplication Algorithm

There are several different algorithms for performing elliptic curve point multiplication [4, 12]. The three most used algorithms are the following: double and add; nonadjacent form (NAF) addition-subtraction chain; and Montgomery ladder product [1]. Among these algorithms, the Montgomery ladder method for elliptic curve scalar point multiplication is the most popular. It can be used not only in affine coordinates but also in projective coordinates. Given a point $P$ on elliptic curve $E$, and an $m$-bit scalar $k=k_{0} 2^{0}+k_{1} 2^{1}+\ldots+k_{m-1} 2^{m-1}$, the scalar product $k P$ is defined by $0 P=0,1 P=P, 2 P=P+P$, and so on.

Algorithm 1, a Lopez-Dahab (LD) algorithm, computes scalar point multiplication $k P$ from point $P\left(x_{P}\right.$, $y_{P}$ ), which is on the curve. The neutral element is the point at infinity, and the doubling and adding operations are the corresponding curve operations. In the case of curve $y^{2}+x y=x^{3}+a x^{2}+b$ over $G F\left(2^{m}\right)$, the following

```
Algorithm 1. LD scalar point multiplication [1]
Input: \(k=\left(k_{m-1} \ldots k_{1} k_{0}\right), P\left(x_{P}, y_{P}\right)\)
Output: \(\boldsymbol{Q}=\boldsymbol{k} \boldsymbol{P}\)
    1. \(A=0 ; B=P\);
    2. for \(i=1\) to \(i=m d o\)
        if \(\left(k_{m-1}=0\right)\)
            \(B=A+B\);
            \(A=2 A\);
        else
            \(A=A+B ;\)
        \(B=2 B\);
        end if
    end for
3. Return \(Q=A\);
```

property holds true during the execution of Algorithm 1 [3, 4]:
$A\left(x_{A}, y_{A}\right)$ and $B\left(x_{B}, y_{B}\right)$ are two different points on the curve. The $x$-coordinates $A+B, x_{A+B}$ and $x_{A+A}$, are related by the following formulas [1].

$$
\begin{gather*}
x_{A+B}=x_{P}+x_{B}\left(x_{A}+x_{B}\right)^{-1}+\left(x_{B}\left(x_{A}+x_{B}\right)^{-1}\right)^{2}  \tag{4}\\
x_{A+A}=x_{A}{ }^{2}+b / x_{A}{ }^{2} \tag{5}
\end{gather*}
$$

ECC can be implemented using either affine coordinate or projective coordinate. However, the number of field inversions can be reduced in projective coordinate. Therefore, this coordinate is widely used such as in [1], [3, 4] and [8]. Assuming that standard projective coordinates are used, $x_{A}$ and $x_{B}$ can be expressed by using the forms $x_{A}=X_{A} / Z_{A}, x_{B}=X_{B} / Z_{B}$. The corresponding formulas for ECC point addition and point doubling operation in projective coordinate can be found in [1]:

$$
\begin{gather*}
Z_{A+B}=\left(X_{A} Z_{B}+X_{B} Z_{A}\right)^{2}  \tag{6}\\
X_{A+B}=x_{P} Z_{A+B}+X_{A} X_{B} Z_{A} Z_{B}  \tag{7}\\
Z_{A+A}=X_{A}{ }^{2} Z_{A}{ }^{2}  \tag{8}\\
X_{A+A}=X_{A}^{4}+b Z_{A}{ }^{4} \tag{9}
\end{gather*}
$$

Left-to-right scalar point multiplication or a binary algorithm was presented by Li et al. [13]. Doubling and addition can be classified into three types: addition, doubling after addition, and doubling after doubling. Using this algorithm, the scalar $k$ is represented in binary. The algorithm iterates through each bit of $k$. If the particular bit of $k$ is ' 1 ', then a point addition is also
performed. The run-time of the algorithm depends on the Hamming weight of $k$.

## III. Modified Lopez-DaHAB and Left-ToRight Algorithm

In this section, we propose a novel modified LD and a left-to-right algorithm to perform the ECC point multiplication, as shown in Algorithm 3. There are four main steps. The first one is converting point $P$ from affine coordinate to projective coordinate. Two important steps are performing the ECC operation as projective coordinate and the modification step to get the correct result, compared with the original LD algorithm. The final step is converting from projective coordinate to affine coordinate and returning the result point, Q .

The proposed modified LD and the left-to-right algorithm show the advantages to computing ECC point multiplication by reducing the number of addition operations. Step 1 of the proposed algorithm shows the conversion from affine coordinate to projective coordinate. Initially, the assignments $X_{2}=x_{P}$ and $Z_{2}={ }^{\prime} 1$ ' are performed. The initial values of $X_{1}$ and $Z_{1}$ depend on the value of the LSB of the key $k_{0}$. If $k_{0}={ }^{\prime} 1$ ', $X_{1}$ and $Z_{1}$ are assigned to $x_{P}$ and ' 1 ', respectively. Otherwise, both $X_{1}$ and $Z_{1}$ are assigned to ' 0 '. Based on the value of the key bit $k_{i}$, either the ECC addition or ECC doubling in the projective will be performed. The advantage of this assignment strategy is reducing the number of redundant point addition operations in case the value of the key bit $k_{i}$ is ' 0 '. Therefore, the time required for point multiplication is reduced significantly.

As can be seen from step 2 of the algorithm, whenever the key bit is equal to ' 0 ', the algorithm only executes the point doubling operation, which consists of four field squaring operations ( $S_{1}=X_{2}^{2}, S_{2}=S_{1}^{2}, S_{3}=Z_{2}^{2}$ and $S_{4}=$ $\left.S_{3}^{2}\right)$, one field addition $\left(X_{2}=S_{2}+S_{4}\right)$ and one field multiplication ( $Z_{2}=S_{1} S_{3}$ ). Otherwise, the point addition operation, which requires four field multiplication operations ( $T_{1}=X_{1} Z_{2}, T_{2}=X_{2} Z_{1}, T_{3}=x_{P} Z_{1}$ and $T_{4}=T_{1} T_{2}$ ), two field addition operations $\left(T_{1}+T_{2}\right.$ and $\left.T_{3}+T_{4}\right)$, and one field squaring operation $\left(\left(T_{1}+T_{2}\right)^{2}\right)$, are calculated after finishing the point doubling. After finishing all iterations, there is a difference between the value for $X_{1}$ of proposed algorithm and the traditional value obtained from the LD algorithm. Therefore, a modification

```
Algorithm 2. Left-to-right Algorithm [13]
Input: \(k=\left(k_{m-1} \ldots k_{1} k_{0}\right), P\left(x_{P}, y_{P}\right)\)
Output: \(\boldsymbol{Q}=\boldsymbol{k} \boldsymbol{P}\)
    1. \(Q=\infty\)
2. for \(i=m-10 d o\)
    \(2.1 Q=2 P\)
    2.2 if \(\left(k_{i}=1\right)\)
        \(Q=Q+P\)
3. Return (Q)
```

operation is required to return the same value with the result obtained from the traditional projective coordinate version of LD scalar point multiplication.

Because the initial values of point $\left(X_{1}, Z_{1}\right)$ and $\left(X_{2}, Z_{2}\right)$ of proposed algorithm are different from that in original LD algorithm, there is a constant gap of $2 P$ between the result of our algorithm and the original LD one. A value of $\left(X_{3}, Z_{3}\right)=2 P$ is assigned and added to the final result of step 2 of proposed algorithm to get the same result with original LD algorithm. The conversion from projective coordinate to affine coordinate follows the modification steps, resulting in the value of point $Q$.

Compared with conventional LD scalar point multiplication, depending on the number of ' 0 ' bits and ' 1 ' bits in the key, the proposed algorithm can significantly reduce the number of point addition operations. Assume the number of ' 0 ' bits in a key with a length of $m$ bits is $n$, the number of point addition operations in projective coordinates can be reduced by $n$. Explained another way, the proposed method can reduce the number of field calculations, in which field multiplication requires a large number of clock cycles. Therefore, the proposed algorithm can appreciably reduce latency, as well as hardware requirements, to perform the whole ECC point multiplication.

Table 1 shows the number of field multiplication and field squaring calculations with the conventional LD algorithm and the proposed modified LD algorithm. Assume that there are $n$ ' 0 ' bits in the key $k$. To perform ECC point multiplication, the traditional algorithm, such as that in Deschamps et al. [14], requires $6 m-6$ and $7 m$ -7 field multiplications and field squarings, respectively. In the proposed algorithm, when the number of ' 0 ' bits in the key increases by one, the number of field multiplications is reduced by four, and the number of

```
Algorithm 3. Modified LD and Left-to-Right algorithm
Input: \(k=\left(k_{m-1} \ldots k_{1} k_{0}\right), P\left(x_{P}, y_{P}\right)\)
Output: \(\boldsymbol{Q}=\boldsymbol{k} P\)
1. From affine coordinate to projective coordinate:
    \(X_{2}=x_{P}, Z_{2}=1\)
    \(X_{3}=x_{P}^{4}+b, Z_{3}=x_{P}^{2}\)
    if ( \(k_{0}=1\) )
            \(X_{1}=x_{P}, Z_{1}=1\)
    else
            \(X_{1}=0, Z_{1}=0\)
    end if
```

2. Calculate in projective coordinate:
2.1 for $i=1$ to $i=m-1$ do
$S_{1}=X_{2}{ }^{2}$
$S_{2}=\mathrm{S}_{1}{ }^{2}$
$S_{3}=Z_{2}{ }^{2}$
$S_{4}=S_{3}{ }^{2}$
$X_{2}=S_{2}+S_{4}$
$Z_{2}=M_{1}\left(S_{1}, S_{3}\right)$
2.2 if( $\left.k_{i}=1\right)$
$T_{1}=M_{2}\left(X_{1}, Z_{2}\right)$
$T_{2}=M_{3}\left(X_{2}, Z_{1}\right)$
$Z_{1}=\left(T_{1}+T_{2}\right)^{2}$
$T_{3}=M_{4}\left(x_{p}, Z_{1}\right)$
$T_{4}=M_{5}\left(T_{1}, T_{2}\right)$
$X_{1}=T_{3}+T_{4}$
end if
end for
3. Adjust the result:
$T_{1}=M_{2}\left(X_{3}, Z_{2}\right)$
$T_{2}=M_{3}\left(X_{2}, Z_{3}\right)$
$Z_{1}=\left(T_{1}+T_{2}\right)^{2}$
$T_{3}=M_{4}\left(x_{p}, Z_{3}\right)$
$T_{4}=M_{5}\left(T_{1}, T_{2}\right)$
$X_{1}=T_{3}+T_{4}$;
4. Convert from projective to affine coordinate:
if $\left(Z_{2}=0\right)$
$X_{1}=x_{P}$
$Z_{1}=x_{P}+y_{P}$
else
$X_{1}=X_{1} / Z_{1}$
$X_{2}=X_{2} / Z_{2}$
$T_{2}=M_{2}\left(X_{1}+x_{P}, X_{2}+x_{P}\right)$
$T_{3}=M_{3}\left(X_{1}+x_{P}, x_{P}^{-1}\right)$
$T_{4}=T_{2}+x_{P}^{2}+y_{P}$
$T_{2}=M_{2}\left(T_{3}, T_{4}\right)$
$Z_{1}=T_{2}+y_{P} ;$
end if
5. Return output value
$x_{Q}=X_{1}, y_{Q}=Z_{1}$
field squarings is reduced by one. Therefore, the proposed algorithm can reduce the number of field calculations, resulting in reduced hardware complexity and latency. Generally, with $n$ ' 0 ' bits in the key, the

Table 1. Comparison for required field multiplication and field squaring to calculate the ECC point multiplication

| No. of <br> "0" bits in the <br> key | Multiplication |  | Squaring |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Proposed | $[8]$ | Proposed | $[8]$ |
| 1 | $6 m-10$ | $6 m-6$ | $7 m-8$ | $7 m-7$ |
| 2 | $6 m-14$ | $6 m-6$ | $7 m-9$ | $7 m-7$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| n | $6 m-6-4 n$ | $6 m-6$ | $7 m-7-n$ | $7 m-7$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| m | $2 m-36$ | $6 m-6$ | $6 m-6$ | $7 m-7$ |

proposed algorithm can reduce calculations by $\frac{4 n}{6 m-6}$ field multiplications and $\frac{n}{7 m-7}$ field squarings, compared to the number of field multiplications and field squarings by Mahdizadeh and Masoumi [8].

## IV. Proposed ECC Point Multiplication <br> Architecture

For the design of the ECC point multiplication architecture, we considered two parts. The first one involves calculations for converting between affine coordinate and projective coordinate; the other involves calculations in the projective coordinate system. Fig. 2 shows the proposed ECC processor architecture, in which the bit-serial multiplier in Fig. 3 is used.

To balance system latency and hardware cost, the number of computation units is selected in a way that allows computing the field operations simultaneously. In the proposed architecture, we use five field multipliers to perform the main loop. Step 2.1 of the proposed LD algorithm is the point doubling operation in projective coordinates. In the proposed architecture, two squaring operations, $S_{1}=X_{2}^{2}$ and $\mathrm{S}_{3}=Z_{2}^{2}$, are performed in parallel by using squarer 1 and squarer 3 . After that, $S_{2}=$ $S_{1}{ }^{2}$ and $S_{4}=S_{3}{ }^{2}$ are also accomplished at the same time using squarer 2 and squarer 4 . The results from squarer 1 and squarer 3 are fed to the multiplier 5 to calculate the multiplication $Z_{2}=S_{1} S_{3}$, while the results from squarer 2 and squarer 4 are driven to the 163 -bit XOR gate array to obtain $X_{2}$. After this step, the new value of $X_{2}$ and $Z_{2}$ are driven out. As mentioned, the most important module in the design of ECC point multiplication is the field multiplier. The number of clock cycles to calculate the field multiplication using the bit-serial approach is larger than the number of clock cycles using the digit-serial one. However, bit-serial multiplication requires less hardware than digit-serial multiplication. We use bit-serial multiplication and control the field operations so that the hardware cost and latency remain balanced. As shown in Fig. 2, multiplier 1 and multiplier 2 perform the calculations $T_{1}=X_{1} Z_{2}$ and $T_{2}=X_{2} Z_{1}$. The operations of multiplier 1 and multiplier 2 are accomplished simultaneously. After the signal $m_{-}$done 1 and $m_{-}$done2


Fig. 2. Proposed architecture for ECC point multiplication.


Fig. 3. Bit-serial multiplier in $G F\left(2^{m}\right)[14]$.
are enabled, multiplier 3 and multiplier 4 start performing the calculations $T_{3}=x_{P} Z_{1}$ and $T_{4}=T_{1} T_{2}$ in parallel. In this way, the delay of the proposed algorithm is reduced twice each iteration. The outputs from multiplier 3 and multiplier 4 are put into the 163 -bit XOR gate, where output value is either sent to the MUX or squarer 5 to get the new value of $X_{1}$ and $Z_{1}$. After completing all iterations, the modification operation is executed. The strategy in the design of the modification is for the hardware cost to be reduced as much as possible. Hence, we reuse the multipliers in the main loop of the algorithm to execute part 3 of the proposed algorithm. The conversion from projective coordinate to affine coordinate follows the modification step.

## V. Results and Comparison

In this section, we compare the performance of different hardware implementations for point multiplication, which is the main operation for ECC. We used Verilog HDL to synthesize our design. Table 2 shows the comparison between bit-serial multiplication and digit-serial multiplication using a Xilinx Virtex-5 FPGA. Multiplication using bit-serial multiplication requires 566 flip-flops (FFs) and look-up tables (LUTs), while the digit-serial approach, depending on digit size, requires more hardware than the bit-serial approach. It is certain that when the digit size increases, the number of required LUTs to perform the field multiplication operation increases rapidly. From Table 2, the number of

Table 2. Performance comparison of bit-serial and digit-serial multiplications over $G F\left(2^{163}\right)$ in a Virtex-5 FPGA

|  | Bit-serial | Digit-serial [1] |  |
| :---: | :---: | :---: | :---: |
|  |  | digit size $=8$ |  |
| FFs | 566 | 497 | 496 |
| LUTs | 566 | 669 | 1,001 |
| \# of <br> clock cycles | 163 | 41 | 21 |
| Time <br> $($ ns $)$ | 82 | 73 | 56 |
| AreaxTime <br> $($ A x T) | 46.4 | 48.8 | 56.1 |

Table 3. Performance comparison of ECC processors in FPGAs

|  | Proposed |  | $[1]$ | $[8]$ |
| :---: | :---: | :---: | :---: | :---: |
| Device | Virtex-7 | Virtex-5 | Virtex-5 | Virtex-4 |
| Mult. operation | Bit-serial | Bit-serial | Bit-serial | Digit-serial |
| Slices | 4,665 | 4,815 | - | 14,203 |
| LUTs | 3,806 | 4,807 | 5,100 | 26,557 |
| Freq. (MHz) | 800 | 550 | 550 | 263 |
| Throughput <br> (Mbps) | 2.51 | 1.72 | 1.63 | 12.5 |
| $\#$ of clock cycles | 52,012 | 52,012 | 54,943 | 3,404 |
| Time $(\mu \mathrm{s})$ | 65.0 | 94.6 | 98.1 | 11.6 |
| Efficiency | 657 | 358 | 313 | 471 |

LUTs based on a digit size equal to 8 is about twice as many as when the digit size is 4 .

Table 3 shows the hardware complexity and efficiency comparison for the proposed architecture using the modified LD, the left-to-right algorithm, and its predecessors. The hardware cost can be defined as the number of LUTs and slices.

To evaluate the efficiency of the design, we used the same parameters defined by Mahdizadeh and Masoumi [8].

$$
\text { Efficiency }=\frac{\text { Throughput }}{\text { Area }} \frac{(\text { Mbps })}{(\text { Slices })}
$$

where

$$
\text { Throughput }=\frac{\text { Working frequency } x \text { Number of bits }}{\text { Number of cycles }}
$$

The algorithmic efficiency shown in the last row of Table 3 is defined as throughput divided by area. However, the previous designs [1,8] did not show the slice count. Therefore, we used throughput divided by the number of LUTs to calculate the efficiency.

As can be seen from Table 3, to perform point

Table 4. Gate count and delay comparison for the proposed architecture and the others in VLSI technologies

|  | Proposed | $[15]$ | $[16]$ | $[17]$ |
| :---: | :---: | :---: | :---: | :---: |
| Tech (nm) | 65 | 65 | 130 | 130 |
| Mult. operation | Bit-serial | Bit-serial | Bit-serial | Bit-serial |
| \# of clock <br> cycles | 52,012 | 106,700 | 219,148 | 275,816 |
| Area (GE*) | 12,102 | 11,571 | 11,720 | 12,506 |
| Freq. <br> (KHz) | 1,130 | 106 | 400 | 1,130 |
| Time (ms) | 46 | $1,006.6$ | 547.87 | 244.08 |

*GE: gate equivalent (NAND gate)
multiplication, the implementation of the proposed architecture on Virtex-5 has less hardware complexity and lower number of clock cycles than the architecture of Sutter et al. [1] using the same bit-serial multiplication approach (digit size $=1$ ). The efficiency of our work shows $14 \%$ higher than Sutter et al. [1]. Also, we have implemented the proposed architecture using Xilinx Virtex-7 FPGA. The proposed architecture using Virtex-7 requires only $3,806 \mathrm{LUTs}$, which is $26 \%$ less hardware complexity than the architecture of Sutter et al. [1] using the same bit-serial multiplication approach (digit size $=$ 1). Noticeably, the proposed architecture uses about oneseventh of the hardware resources, compared with the architecture of Mahdizadeh and Masoumi [8].

The VLSI implementation results of the proposed architecture using TSMC $65-\mathrm{nm}$ CMOS standard technology is shown in Table 4. The proposed architecture is modeled in the Verilog HDL and simulated to verify its functionality. After complete verification of the design functionality, it is then synthesized using appropriate time and area constraints. Synthesis step is carried out using the SYNOPSYS design tool and $65-\mathrm{nm}$ CMOS technology. The estimated total number of NAND gates equivalent (GE) is 12,102 from the synthesized results, and a maximum clock frequency is 800 MHz . However, we use a clock frequency of $1,130 \mathrm{KHz}$ in order to compare with other works [15-17]. As can be seen, the proposed architecture uses a similar number of NAND gates compared to other works. However, the proposed architecture requires only 52,012 clock cycles, which is a half, a quarter, and onefifth of that in [15-17], respectively, to finish one point multiplication. Furthermore, at a clock frequency of $1,130 \mathrm{KHz}$ used in Lee et al. [17], the proposed architecture finishes a point multiplication after 46 ms .

## VI. CONCLUSION

This paper presented a novel efficient algorithm and architecture to compute ECC point multiplication. The result shows that the proposed architecture outperforms the existing architectures in terms of efficiency. Furthermore, to perform ECC point multiplication, our work incurs a lower hardware cost than the others. Therefore, the proposed algorithm and architecture is suitable for applications that must strictly consider hardware cost as well as system efficiency.
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