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ABSTRACT

The purpose of this study is to compare seven data science programs in Korea and ten data
science programs in the US. Results show that 14 data science programs are housed in graduate
schools. 10% of data science courses in Korea and 26% in the US fall under the Math and Statistics
Knowledge area, one of the three areas defined by Conway. The syllabus analysis does not
show much differences in terms of class contents and grading. The results of this study can
be used to design data science programs that are more effective and well-grounded.
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e-H1 24271 2 (Introduction to e-Business)
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to]E Ate]A 2 7 E(Introduction to Data Science)
tlole] Azl ¢1of(Analytical Languages: R & Python)
tlo]E] whe]yd(Data Mining)
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A3

Columbia University

(7)

Probability

Algorithms for Data Science

Statistical Inference and Modeling
Computer System for Data Science
Machine Learning for Data Science
Exploratory Data Analysis and Visualization
Data Science Capstone and Ethics

Indiana University,
Bloomington
(18)

Big Data Applications and Analytics

Management, Access, and Use of Big and Complex Data
Introduction to Statistics

Database Theory and System Design

Information Visualization

Scientific Data Management and Preservation

Data Curation

Organizational Informatics and Economics of Security
Big Data Open Source Software and Projects
Analysis of Algorithm

Advanced Database Concepts

Introduction to Statistics

Cloud Computing

Search

Machine Learning

Data Mining

Security for Networked Systems

Information Visualization

New York University
(6)

Intro to Data Science

Statistical and Mathematical Methods for Data Science
Machine Learning and Computational Statistics

Big Data

Inference and Representation

Capstone Project in Data Science

Rutgers University

(5)

Fundamental of Analytics
Advanced Analytics & Practicum
Regression Analysis

Database Design and Management
Cloud Computing & Big Data

Southern Methodist
University
(10)

Experimental Statistics I

Doing Data Science

Experimental Statistics II

File Organization & Database Management
Data and Network Security

Visualization of Information

Data Mining

Statistical Sampling

Quantifying the World

Immersion
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Stanford University
(15)

Linear Algebra

Numerical Optimization

Discrete Mathematics

Advanced Programming for Scientists and Engineering

Software Design in Modern Fortran for Scientists and Engineering
Computer Organization and Systems

Large Scale Software Development

Introduction to Parallel Computing using MPI, openMP and CUDA
Introduction to Statistical Inference

Regression Models / Statistical Modeling

Modern Applied Statistics: Learning

Modern Applied Statistics: Data Mining

Parallel and Distributed Data Management

Social and Information Network Analysis

University of California,
Berkeley
(11)

Research Design and Applications for Data and Analysis
Exploring and Analyzing Data

Storing and Retrieving Data

Applied Machine Learning

Data Visualization and Communication
Capstone

Behind the Data: Humans and Values
Experiments and Causal Inference

Scaling Up! Really Big Data

Machine Learning at Scale

Applied Regression and Time Series Analysis

University of Michigan
(5)

Discrete Mathematics

Programming and Elementary Data Structures
Data Structures and Algorithms

Introduction to Probability and Statistics
Applied Statistics I

University of Virginia

(9)

Programming and Systems for Data Science
Statistical Computing for Data Science
Linear Models for Data Science

Foundations of Computer Science

Data Mining

Practice and Application of Data Science
Ethics of Big Data

Capstone Project

Machine Learning

University of Wisconsin -
Madison
(6)

Data Practicum

Interdisciplinary Literacy/Professional Competencies
Introduction to Statistical Inference

Mathematical Statistics I

Methods I and II

Professional Development as a Statistician
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Course Information

Professor:

Class Website:

Email:

Phone:

Office:

Office hours: by Appointment

Course Hours/Location

Course Description

This course serves as an introduction to the interdisciplinary and emerging field of big data.
Students will learn to use concepts, tools, and techniques from business, computer science,
media software, and library and information science to solve problems using data. Topics and
tools will include RelFinder, Open Refine, Data Visualization, Data Quality Controls, and various
case studies.

Course Objectives

Learn about what it's like to be a Big Data Scientist

Be able to do some of what a Big Data Scientist does

To enable students to learn and apply basic concepts of data collect, refine, and visualize using
various tools.

Course Textbook

Data Science for Business
Foster Provost and Tom Fawcett
[SBN-13: 978-1449361327

An Introduction to Data Science

Jeffrey Stanton

You can download here,
https://itunes.apple.com/us/book/introduction-to-data-science/id5290881277mt =11
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Course Grading

Assignments Percentages Due Date
Individual Project 15%
Group Project 35%
Midterm Exam 20%
Final Exam 20%
Class participation 10% Through-Out

Course Assignments

Individual Project (More detail will be provided)
Group Project (More detail will be provided)

Course Policy

Attendance Policy

Consistent and attentive attendance is vital to academic success, and is expected of all students.
Grades are determined by academic performance, and instructors may give students written
notice that attendance related to specific classroom activities is required and will constitute a

specific percentage of students’ grades.

Instructors are strongly encouraged to keep a record of student attendance. They should note
absences due to documented student illness, serious illness or death in the student’s immediate
family, official school activity, nation-recognized religious holiday, active military service that
is of a reasonable brief duration, or other verified absences deemed appropriate by the instructor.

Students must consult with instructors regarding the completion of make-up work.

Absences do not exempt students from academic requirements. Excessive absences, even if
documented, may result in a student failing the course. An incomplete may be granted if the
student has a passing grade, but only if the instructor determines that it is feasible for the

student to successfully complete remaining assignments after the semester.

Late Assignments
Students are responsible for submitting assignments on the date due. Late assignments will

be reduced one letter grade for each module missed. If you miss the due date, the highest



dlole] Ape]dd s wakago] o A 283

grade you can achieve is a 79, and so on.

Communication Policy

Given the important role of communication in instructional quality, I will respond to course-related
voice mail or email within 4 business days and will return or give an update on course assignments
within 3 working weeks of the due date. Please use the Questions forum for questions when
at all possible, especially when other students might benefit from the answer, and save email
for private questions. However, when responding via email, please be sure and include all prior
pertinent email information for my reference. Note: I do not monitor the discussion board or
email 24/7 or weekends: therefore, do not wait until the last minute to email me a question
and then expect an immediate response. Please include ‘Course Title” and “your full name”

on your e—mail subject to bypass my spam filtering rules,

Academic Integrity

Honesty in completing assignments is essential to the mission of the University and to the
development of the personal integrity of students. Cheating, plagiarism, fabrication or other
kinds of academic dishonesty will not be tolerated and will result in appropriate sanctions that

may include failing an assignment, failing the class, or being suspended or expelled.

Course Calendar

Week Tuesday Thursday
1 Getting Acquainted Course Introduction - Syllabus J-Ch 0. Data Science: Many Skills
2 O-Ch 1. What is Data Science? 0-Ch 1. What is Data Science?
3 J-Chl. About Data: Unstructured vs. Structured Data | F-Chl. Data-Analytic Thinking
4 J-Ch 2. Identifying Data Problems F-Ch 2. Business Problem and Data Science Solutions
5 J-Ch 8. Big Data? Big Deal! J-Ch 8. Big Data? Big Deal!
6 O-Ch 7. Extracting Meaning from Data J-Ch 7. Extracting Meaning from Data
7 O-Ch 9. Data Visualization and Fraud Detection O-Ch 10. Social Networks and Data Journalism
8 Miderm
9 Field Trip: NIA Big Data Center Field Trip: NIA Big Data Center
10 Special Topic: Linked Data Special Topic: Linked Data
11 O-Ch 10. Social Networks and Data Journalism Special Topic: Social Media Analysis and Marketing
12 O-Ch 14, Data Engineering F-Ch 13. Data Science and Business Strategy
13 Special Topic: Big Data Security Special Topic: Big Data Security
14 Special Topic: Data Mining Special Topic: Big Data Standard
15 | O-Ch 16. Next Generation Data Scientists, Hubris, and Ethics | O-Ch 16. Next Generation Data Scientists, Hubris, and Ethics
16 Final Exam
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Professor

Office: Hours
Email

Telephone

Classroom

Class time
First/Last Class
Final Quiz
Course Assistants
CA Office Hours

1, Course Overview

This course will change the way you think about data and its role in business.

Businesses, governments, and individuals create massive collections of data as a byproduct of
their activity. Increasingly, decision-makers and systems rely on intelligent technology to
analyze data systematically to improve decision-making. In many cases automating analytical
and decision-making processes is necessary because of the volume of data and the speed with
which new data are generated.

We will examine how data analysis technologies can be used to improve decision making. We
will study the fundamental principles and techniques of data mining, and we will examine
real-world examples and cases to place data-mining techniques in context, to develop
data-analytic thinking, and to illustrate that proper application is as much an art as it is a

science. In addition, we will work “hands-on” with data mining software.

After taking this course you should:
1. Approach business problems data-analytically. Think carefully & systematically about
whether & how data can improve business performance, to make better-informed decisions

for management, marketing, investment, etc.

2. Be able to interact competently on the topic of data mining for business intelligence. Know
the fundamental principles of data mining, that are the basis for data mining processes,
algorithms, & systems. Understand these well enough to interact with CTOs, expert data

miners, consultants, etc. Envision opportunities.
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3. Have had hands-on experience mining data. Be prepared to follow up on ideas or opportunities

that present themselves, e.g., by performing pilot studies.

2. Focus and interaction

The course will explain through lectures and real-world examples the fundamental principles,
uses, and some technical details of data mining and data science. The emphasis primarily is
on understanding the fundamental concepts of data science and business applications of data
mining. We will discuss the mechanics of how the methods work as is necessary to understand
and illustrate the fundamental concepts and business applications. This is not an algorithms
course. However, many techniques are the embodiment of one or more of the fundamental

principles.

I will expect you to be prepared for class discussions by having satisfied yourself that you
understand what we have done in the prior classes. The assigned readings will cover the
fundamental material. The class meetings will be a combination of lectures/discussions on the
fundamental material, discussions of business applications of the ideas and techniques, case

discussions, and student exercises.

You are expected to attend every class session, to arrive prior to the starting time, to remain
for the entire class, and to follow basic classroom etiquette, including having all electronic devices
turned off and put away for the duration of the class (this is Stern policy, see below) and
refraining from chatting or doing other work or reading during class. In general, we will follow
Stern default policies unless I state otherwise. I will assume that you have read them and agree

to abide by them: http://w4.stern.nyu.edu/academic/affairs/policies.cfm?doc_id =7511

The Blackboard site for this course will contain lecture notes, reading materials, assignments,
and late-breaking news. You should check the Blackboard site daily, and I will assume that
you have read all announcements and class discussion.

If you have questions about class material that you do not want to ask in class, or that would
take us well off topic, please detain me after class, come to office hours to see me or the TAs,
or ask on the discussion board. The discussion board is much better than sending me email,
which frankly I have a hard time keeping up with. Also, if you have the question, someone

else may too and everyone may benefit from the answers being available on Blackboard. Also,
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please try to answer your classmates questions. In grading your class participation I will include
your contributions to the discussion board. You will not be penalized for being wrong in trying

to participate on the discussion board (or in class).

Worth repetition: It is your responsibility to check Blackboard (and your email) at least once
a day during the week (M-F), and you will be expected to be aware of any announcements
within 24 hours of the time the message was sent.

I will check my email at least once a day during the week (M-F). Your email will get my
priority if you include the special tag [DM Grad] in the email subject header. I use this tag
to make sure to process class email first. If you do not include the special tag, I may not read
the email for a while (maybe a long while). If you forget and send without the tag and then

remember, just send it again including the tag.

3. Lecture Notes and Readings

Book: The textbook for the class will be:

Data Science for Business: Fundamental principles of data mining and data analytic
thinking Provost & Fawcett (O'Reilly, 2013).

I will give you a copy of this book in class. I wrote it over the past couple years, in response
to feedback from this course —in particular, that the available books were not adequate. This
book covers the fundamental material that will provide the basis for you to think and
communicate about data mining for business analytics. We will complement the book with

discussions of applications, cases, and demonstrations.

Lecture notes: For many classes I will hand out lecture notes. I intend that the notes on the
fundamental material will follow the book very closely. I expect you to ask questions about
any material in the notes that is unclear after our class discussion and reading the book. I wrote
the book to follow the class closely, and to free us up for more discussion of applications, etc. —so
many of your questions may be answered in the book. If not, please let me know! Depending
on the direction our class discussion takes, we may not cover all material in the class notes
for any particular session. If the notes and the book are not adequate to explain a topic we

skip, you should ask about it on the discussion board. I will be happy to follow up.

I will hand out or post some additional required readings as we go along. Note that some of
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these readings may be accessible for free only from an NYU computer. If you can't access
a link from home, please try it from school.

For those interested in going further, these following supplemental books give alternative
perspectives on and additional details about the topics we cover. These are completely optional:
you will not be required to know anything in these readings that are not in the primary
materials or lectures. I have many other books that I can recommend, for example if you want
a reference to a more mathematical treatment of the topics. Please don't hesitate to come and

talk to me about what supplemental material might be best for you, if you want to go further.

* Supplemental readings: posted to blackboard or distributed in class: labeled as

supplemental/optional

* Supplemental book (optional):
Data Mining Techniques, Second Edition
by Michael Berry and Gordon Linoff, Wiley, 2004
ISBN: 0-471-47064-3

* available as ebook for free: http://site.ebrary.com/lib/nyulibrary

* Many students find this book to be an excellent supplemental resource

* The Third Edition just came out in the past year. I have not read it yet. Berry says it has
been improved substantially. I have a copy in my office if you want to talk a look at it
before buying it.

* available from Amazon

« “Weka Book”™ (optional) :
Data Mining: Practical Machine Learning Tools and Techniques, Third Edition
by Ian Witten, Eibe Frank, Mark Hall
ISBN-10: 0123748569
o available from Amazon
o This book provides much more technical details of the data mining techniques and is a
very nice supplement for the student who wants to dig more deeply into the technical

details. It also provides a comprehensive introduction to the Weka toolkit.
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4, Requirements and Grading

The grade breakdown is as follows:

1. Homeworks: 20%

2. Term Project: 30%

3. Participation & Class Contribution: 20%
4. Final Quiz: 30%

At NYU Stern we seek to teach challenging courses that allow students to demonstrate
differential mastery of the subject matter. Assigning grades that reward excellence and reflect
differences in performance is important to ensuring the integrity of our curriculum. In my
experience, students generally become engaged with this course and do excellent or very good
work, receiving As and Bs, and only one or two perform only adequately or below and receive
C’s or lower. Note that the actual distribution for this course and your own grade will depend

upon how well each of you actually perform this particular semester.

Homework Assignments

The homework assignments are listed (by due date) in the class schedule below. Each homework
comprises questions to be answered and/or hands-on tasks. Except as explicitly noted
otherwise, you are expected to complete your assignments on your own— without interacting
with others.

Completed assignments must be handed on blackboard at least one hour prior to the start of

class on the due date (that is, by 5pm), unless otherwise indicated.

Assignments will be graded and returned promptly. Answers to homework questions should
be well thought out and communicated precisely, avoiding sloppy language, poor diagrams, and
irrelevant discussion.

The hands-on tasks will be based on data that we will provide. You will mine the data to
get hands-on experience in formulating problems and using the various techniques discussed

in class. You will use these data to build and evaluate predictive models.

For the hands-on assignments you will use the (award-winning) toolkit Weka, part of the
Pentaho open source business intelligence suite:

http://www.cs.waikato.ac.nz/ml/weka/ download the “latest stable” version (3.6.9) (which is



dlole] Apeldd s waago] o A 289

the version associated with the 3rd edition of the Weka Book) http://www.pentaho.com

IMPORTANT: In order to use Weka you must have access to a computer on which you can
install software. If you do not have such a computer, please see me immediately so we can
make alternative arrangements. You should bring your computer to the second class. During
the class we will have a “lab session” during which we will install and configure the software,
get it running, and dealing with the inevitable glitches that a few of you might experience.
If you need additional help with using the data mining software, please see the Course Assistant.
Generally the Course Assistant should be the first point of contact for questions about and
issues with the homeworks. If they cannot help you to your satisfaction, please do not hesitate

to come see me,

Late Assignments

As stated above, assignments are to be submitted on Blackboard at least one hour prior to
the start of the class on the due date. Assignments up to 24 hours late will have their grade
reduced by 25%: assignments up to one week late will have their grade reduced by 50%. After
one week, late assignments will receive no credit. Please turn in your assignment early if there

is any uncertainty about your ability to turn it in on time.

Term Project

A term project report will be prepared by student teams. We will give you the instructions
on how to form your teams. Teams are encouraged to interact with the instructor and TA
electronically or face-to-face in developing their project reports. You will submit a proposal for
your project about half way through the course. Each team will present its project at the end

of the semester. We will discuss the project requirements and presentations in class.

Final Quiz
The final quiz will be a take-home to be completed during the week following the last class.

The subject matter covered and the exact dates will be discussed in class.

Participation/Contribution/ Attendance/Punctuality

Please see Section 2.
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Regrading

If you feel that a calculation, factual, or judgment error has been made in the grading of an
assignment or exam, please write a formal memo to me describing the error, within one week
after the class date on which that assignment was returned. Include documentation (e.g., pages
in the book, a copy of class notes, etc.). I will make a decision and get back to you as soon
as I can. Please remember that grading any assignment requires the grader to make many
judgments as to how well you have answered the question. Inevitably, some of these go “in
your favor” and possibly some go against. In fairness to all students, the entire assignment

or exam will be regraded.

FOR STUDENTS WITH DISABILITIES: If you have a qualified disability and will require
academic accommodation during this course, please contact the Moses Center for Students with
Disabilities (CSD, 998-4980) and provide me with a letter from them verifying your registration
and outlining the accommodations they recommend. If you will need to take an exam at the
CSD, you must submit a completed Exam Accommodations Form to them at least one week

prior to the scheduled exam time to be guaranteed accommodation.





